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A Letter from the Editor

With this third volume of the Journal, I want to share with you several items of interest concerning the Journal of Mechanism and Institution Design and its Society for the Promotion of Mechanism and Institution Design.

Firstly, the Society held its inaugural conference on 12th-13th May 2018. The conference was hosted by the prestigious Business School, Durham University, the third oldest university in England. Three distinguished economists were the keynote speakers of the conference: Vincent Crawford of the University of Oxford, David Martimort of Paris School of Economics, and Herve Moulin of the University of Glasgow. Besides the three keynote lectures, there were 48 invited parallel presentations and about 60 invited participants in total. (The conference was by invitation only.) It turned out to be a hugely successful meeting. We wish to thank local organisers Daniel Z. Li, Bibhas Saha, Ayse Yazici, Xiaogang Che, Simone Tonin, Anil Yildizparlak, and their colleagues and their school for their efforts and support in organising this conference.

Secondly, the Society has decided that its next conference will take place on 11th-13th June 2020 at the Department of Economics, Alpen-Adria-University of Klagenfurt, Austria. The University is situated a few hundred meters from the attractive Lake Wörthersee, is well-connected to Vienna, and only a short distance from both Slovenia and Italy across the Karawanken mountain range. We are very much looking forward to the event which will open for submissions in early 2019. You can find detailed conference information on the Journal website http://www.mechanism-design.org/news.php.

Thirdly, starting from January 2019, Yuan Ju will retire from his position as a co-editor, and Stephanie Lau, Alejandro Saporiti, Dolf Talman, and Akihisa Tamura from their positions as associate editors. We would like to express our heartfelt gratitude to them for their three-year excellent service, advice, and support which has been very important for the development and success of the Journal.

Fourthly, we are very pleased to announce that five outstanding colleagues have accepted our invitation to join our editorial board from January 2019. They are David Martimort of Paris School of Economics as a new co-editor, and Elizabeth Baldwin of the University of Oxford, Onur Kesten of Carnegie Mellon University, Scott Kominers of Harvard University, and Alex Teytelboym of the University of Oxford as new associate editors. We thank them for their willingness to serve the Journal and look forward to working with them closely to make the Journal a valuable outlet for our profession.

The first and ultimate goal of the Journal has been and will always be the same: To publish high quality papers in the field of mechanism and institution design and to provide the best possible services to the profession in the public interest. The Journal is completely free of charge, open-access to everyone, and makes no profit. It does not require submission, publication, or membership fees and thus goes beyond existing open-access journals. But the journal relies on donations and has received generous financial support. We hope that as time goes on, its mission will be shared by more and more people and institutions. We thank you for your support.

Zaifu Yang, York, 9th December, 2018
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ABSTRACT

In this work first it is shown, in contradiction to the well-known claim in Cox (1987), that the uncovered set in a multidimensional spatial voting situation (under the usual regularity conditions) does not necessarily coincide with the core even when the core is singleton: in particular, the posited coincidence result, while true for an odd number of voters, may cease to be true when the number of voters is even. Second we provide a characterisation result for the case with an even number of voters: a singleton core is the uncovered set in this case if and only if the unique element in the core is the Condorcet winner.
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1. INTRODUCTION

In this work first it is shown, in contradiction to the well-known claim in Cox (1987, 409) (repeated in a number of subsequent works), that the uncovered set in a multidimensional spatial voting situation does not necessarily coincide with the core even when the core is non-empty or even singleton: in particular, the posited coincidence result may cease to be true when the number of voters is even. Then we provide a characterisation result for the case with an even number of voters: a singleton core is the uncovered set in this case if and only if the unique element in the core is the Condorcet winner.

In our framework, the set of outcomes or policies under consideration is some compact and convex subset of some finite dimensional Euclidean space and any majority coalition of voters can enforce any outcome over another. For such an environment Cox (1987, 409) made the claim that if individual preferences satisfy a very innocuous symmetry condition then the uncovered set coincides with the core whenever the latter is non-empty. However, he worked with an odd number of voters for expositional convenience (Cox, 1987, 409). But actually his proof used the assumption that the cardinality of the voter set is odd in a non-trivial way. This claim has been repeated in subsequent literature. For example, Austen-Smith & Banks (2005, 274) stated in their much-used textbook that “the uncovered set coincides with the core when the latter is nonempty and singleton” (the definition of the uncovered set they use, in fact, gives a superset of the uncovered set with which we have worked here). A similar remark appears in the relatively recent but well-known paper by Penn (2009, 44).

However, in this paper we show that there is a voting situation for which the number of voters is even, the core is a singleton, but the uncovered set does not coincide with the core. Therefore, the message of this counter-example is that this claim (Cox, 1987), which is a powerful result for majority rule voting situations with an odd number of voters, should be invoked with some degree of caution. The strength of this result in the case with an odd number of voters (for which it is true) may lead to its somewhat careless generalised
use. While we show this possibility of non-coincidence of the core and the uncovered set for spatial voting, for majority voting situations with a finite set of outcomes, this possibility was noted by Bordes (1983) several years ago. Quite naturally, the question then arises whether an analogue of Cox (1987)’s result is true when the number of voters is even. Addressing this issue we provide the following characterization result: a singleton core is the uncovered set in a majority spatial voting situation (with the usual regularity conditions) with an even number of voters if and only if the unique element in the core is the Condorcet winner of that situation.

The next section gives the preliminary definitions and notation. Section 3 gives the results and some discussions about the results.

2. PRELIMINARY DEFINITIONS AND NOTATION

Let $Z \subseteq \mathbb{R}^k$ be a compact convex subset of some finite ($k$-)dimensional Euclidean space. This set, $Z$, is identified to be the feasible set of policies or outcomes on which a voter votes. Let $N = \{1, 2, \ldots, n\}$ be the finite set of players or voters. Suppose that the preferences of a player $i$ on $Z$ is represented by a real-valued continuous and strictly concave pay-off function $u_i \in C^0(Z, \mathbb{R})$. The spatial voting situation we consider below is obtained by introducing the method of majority rule voting.

**Definition 2.1 (Domination by Majority Rule).** Given $x, y \in Z$, the policy $x$ beats (or dominates) policy $y$ via coalition $S \subseteq N$, if $|S| > |N|/2$ and $u_i(x) > u_i(y)$ for each $i \in S$. We denote this as $x \succ_S y$. If there exists a majority coalition $S$ via which $x$ dominates $y$, we denote that as $x \succ y$.

The collection $G = (Z, N, (u_i)_{i \in N})$ is a spatial voting situation with majority rule. For any $x \in Z$ and $i \in N$, by $D^i(x)$ we denote the set $\{y \in Z : u_i(y) > u_i(x)\}$. Further, $D(x) = \{y \in Z : y \succ x\}$. For any set $A \subseteq Z$, by $cl(A)$ we denote the closure of $A$. Also, for any two points $x, y \in Z$, by $\rho(x, y)$ we denote the (Euclidean) distance between these two points. Recall the two well-known solution concepts for such situations that we shall discuss: the core and the uncovered set.

**Definition 2.2 (The Core of a Voting Situation).** The core of such a voting situation is the subset $K = \{y \in Z : \exists z \in Z \text{ such that } z \succ y\}$. 
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Recall that a point \( x \in Z \) is said to be the Condorcet winner of the voting situation if for any other outcome \( y \neq x \), \( x \succ y \). Recall that if a voting situation admits a Condorcet winner, then it is the unique element in the core.

**Definition 2.3 (The (Gillies) Uncovered Set).** Let \( x, y \in Z \). We say that \( x \) covers \( y \), denoted as \( y \prec_c x \) if the following hold:

\[
\begin{align*}
x &\succ y; \\
z \in Z, \ z \succ x &\implies z \succ y.
\end{align*}
\]

The uncovered set is given by \( UC = \{ y \in Z : \nexists z \text{ such that } y \prec_c z \} \)

As this work is primarily motivated by Cox (1987) we are using the definition he has used. Although the notion of covering (and that of uncovered sets) was introduced explicitly first by Miller, the solution defined here is the set of the maximal elements of the Gillies’ covering subrelation (following Gillies, 1959) rather than Miller’s subrelation (for clarification, we refer to Bordes et al. 1992; see also Miller 2015). At the end we remark on the analogue of our non-coincidence result for the (Miller) uncovered set. For any \( y \in Z \), by \( C(y) \) we denote the set of elements in \( Z \), which cover \( y \).

Next recall that the preferences are said to be Euclidean or circular if for every voter \( i \in N \), there exists \( \bar{x}_i \in Z \) such that for any policy \( x \in Z \), \( u_i(x) = -(\rho(x, \bar{x}_i))^2 \). Cox (1987, 416) introduces a notion of *limited* asymmetry of preferences. For completeness, we reproduce the definition here.

**Definition 2.4 (Preferences that are limited in asymmetry).** Preferences are said to be limited in asymmetry by \( \alpha \) if for every line \( L \) intersecting \( Z \), every \( i \in N \), and every \( r \in \mathbb{R} \),

\[
V_L^i(r) \neq \emptyset \implies f(L,i,r) \leq \alpha
\]

where \( V_L^i(r) = \{ x \in L : u_i(x) = r \} \); \( f(L,i,r) = \frac{\max_{x \in V_L^i(r)} \rho(x, b_{L}^i)}{\min_{x \in V_L^i(r)} \rho(x, b_{L}^i)} \); the induced ideal point of \( i \in N \) on the line \( L \) being denoted by \( b_{L}^i \).

We merely note here that Euclidean preferences obviously satisfy this condition with \( \alpha = 1 \).
3. THE RESULTS AND DISCUSSIONS

Cox’s result is as follows.

**Proposition 3.1.** Take a voting situation $G$. Suppose there exist a finite $\alpha$ such that the condition of limited asymmetry of preferences by $\alpha$ holds for every voter. Now suppose $K \neq \emptyset$. Then $K = UC$.

As we mentioned in the introduction, one primary motivation behind this work is that this result has been repeated in a number of subsequent works but not with, in our view, sufficient care. However, we find the following.

**Proposition 3.2.** There is a voting situation $G$ for which $|N|$ is even, the core $K$ is singleton, the preference of each of the voters is Euclidean and the uncovered set does not coincide with the core.

To prove this proposition we shall use an intermediate result. First recall the definition of a von-Neumann-Morgenstern stable set for the voting situations we consider here.

**Definition 3.1** (von-Neumann-Morgenstern Stable Sets). A set $V \subseteq Z$ is a (von-Neumann-Morgenstern) stable set for $G$ if it satisfies

- (internal stability:) there do not exist $x, y \in V$ such that $x \succ y$;

- (external stability) if $x \in Z \setminus V$ it must be the case that there exists $y \in V$ such that $y \succ x$.

The following Proposition 3.3 is useful to prove Proposition 3.2. Although variants of this result are well-known (see, e.g., McKelvey (1986)), for completeness we provide a short proof, within our framework, below.

**Proposition 3.3.** If a stable set $V$ exists then $K \subseteq V \subseteq UC$.

**Proof.** If $K \not\subseteq V$ then that violates the external stability of $V$.

Let $V$ be a stable set and take, if possible, and $x \in V \setminus UC$. That is, there exists $y \in Z$ such that $x \not\prec y$. This implies that $y \succ x$. Since, $y \notin V$ (otherwise, the internal stability of $V$ is violated), by external stability of $V$, there exists $z \in V$ such that $z \succ y$. But, then, by the definition of the covering relation, $z \succ x$ which again violates the internal stability of $V$. \qed
Proof of the Proposition 3.2. Below we give an example of a situation where the core is singleton, a stable set exists and the stable set does not coincide with the core. Then, by Proposition 3.3 we are done. Let $N = \{1, 2, 3, 4\}$. The set of outcomes, $Z = \{x \in \mathbb{R}^2 | x_1 \in [-1, 1]; x_2 \in [-1, 1]\}$. Each player $i$ has an ideal point $\bar{x}_i$ whose coordinates are given as follows. The point $\bar{x}_1$ (labelled by $A'\) = (-1, -1); \bar{x}_2$ (labelled by $B') = (1, -1); \bar{x}_3$ (labelled by $C') = (1, 1)$ and $\bar{x}_4$ (labelled by $D') = (-1, 1)$ (please see Figure 1 below). The players’ preferences are Euclidean, i.e., for any $i \in N$, and $x \in Z$, $u_i(x) = -(\rho(x, \bar{x}_i))^2$

We show below that the core of this situation is the singleton set containing the point $(0, 0)$ (labelled as point $O$) while the set $V = \{x \in Z | x_1 = 0 \text{ or } x_2 = 0\}$ is a stable set. For convenience later call the set $\{x \in Z | x_1 = 0\}$ as $V_1$ and the set $\{x \in Z | x_2 = 0\}$ as $V_2$.

Figure 1: The voting situation for which the singleton core is not a stable set.
We take the following steps.

**Step 1**: Notice that the point $O = (0,0)$ satisfies the Plott condition (Austen-Smith & Banks, 1999, 142) and so, it is in the core of this voting situation (see Schofield, 2008, 90), too.

**Step 2**: Next we show that no point other than $O$ is in the core. We start with the subset $\Delta_1 = \{x \in \mathbb{R}^2 \setminus \{O\} | x_1 \leq 0, x_2 < 0, x_1 \geq x_2\}$. Note that this is a triangle (without the point $O$). Choose a point $x \in \Delta_1$ such that $x_1 < 0, x_2 < 0$ and $x_1 > x_2$. Draw a line of slope 1, $L_x$, passing through this $x$ and let the line intersect the line $V_1$ at the point $y$. It is obvious that $y$ dominates $x$ via coalition $\{2,3,4\}$. Next, take a point $x \in \Delta_1$ such that $x_1 = x_2$. Then it is obvious that $(0,0)$ dominates such a point via $\{2,3,4\}$. Finally, choose a point $x \in \Delta_1$ such that $x_1 = 0$ and $x_2 < 0$, i.e., the point is in $V_1$. Again, draw a line of slope 1, $L_x$, passing through $x$ and let that intersect the line given by $\{x \in \mathbb{R}^2 | x_1 = -x_2\}$ at a point $y$. Again, it is obvious that $y$ dominates $x$ via coalition $\{2,3,4\}$. Thus, no point of $\Delta_1$ is in the core.

Note that $\mathbb{R}^2 \setminus \{(0,0)\}$ is the union of 8 such triangles like $\Delta_1$. Therefore, using the symmetry between these triangles we can show that no point other than $O$ is in the core.

Next we show that $V$ is a stable set.

**Step 3** (External stability of $V$): From Step 2 itself we see that for any $x \in \mathbb{R}^2 \setminus V$, there exists an $y \in V$ such that $y \succ x$.

**Step 4** (Internal stability of $V$): It is obvious that a point in $V_1$ cannot be dominated by another point in $V_1$ and a point in $V_2$ cannot be dominated by another point in $V_2$. Next we show that a point in $V_1$ cannot dominate, nor can be dominated by a point in $V_2$. Let $p$ be a point in $V_1$ such that $p_2 < 0$. Let $q$ be a point in $V_2$ such that $q_1 > 0$. Let $\overline{O p}$, the length of the line segment $O p$, be $0 < r \leq 1$ and let the angle $\overline{O p q}$ be $\theta$. (Please refer to Figure 1.) Let, without loss of generality, $0 < \theta \leq \pi/4$. Call the line passing through $p$ and $q$, $L$. Let the perpendiculars from $A'$, $B'$, $C'$ and $D'$ on $L$ (or, to put more rigorously, the orthogonal projections of these points on $L$) be denoted respectively by $A, B, C$ and $D$. Note that if $\theta = \pi/4$, then the points $B$ and $D$ coincide and then it is obvious that, neither $p$ can dominate $q$, nor $q$ can dominate $p$. Now suppose
$0 < \theta < \pi/4$. It is easy to see that $qD < pD$. Since $Cq < Cp$, $p$ cannot dominate $q$. Next we show that the line segment $B'p \leq B'q$. Note that this is true if and only if $(1 + p_2) \leq (1 - q_1)$. But this follows from the fact that $\theta < \pi/4$. Since $A'p \leq A'q$, (obviously) $q$ cannot dominate $p$. From this, using the symmetry of this example, we can show that no point in $V_1$ can dominate another point in $V_2$ and vice versa. \hfill \Box

One point of curiosity is to identify the uncovered set in the example we used in proving Proposition 3.2. \footnote{We are indebted to one of the referees for inducing us to explore this issue.} Indeed, we find that for that example, the uncovered set is a strict superset of the stable set we identified, a feature which might be somewhat interesting. We summarize the finding as an additional result below.

**Result 3.1** Consider the set $U$ specified as:

\[
\left( \{z \in Z | \rho(A', z) \leq \rho(A', O)\} \cap \{z \in Z | \rho(B', z) \leq \rho(B', O)\} \right) \cup \\
\left( \{z \in Z | \rho(B', z) \leq \rho(B', O)\} \cap \{z \in Z | \rho(C', z) \leq \rho(C', O)\} \right) \cup \\
\left( \{z \in Z | \rho(C', z) \leq \rho(C', O)\} \cap \{z \in Z | \rho(D', z) \leq \rho(D', O)\} \right) \cup \\
\left( \{z \in Z | \rho(D', z) \leq \rho(D', O)\} \cap \{z \in Z | \rho(A', z) \leq \rho(A', O)\} \right).
\]

The set $U$ (shown as the shaded area in the Figure 2 below) is the uncovered set in the example used in Proposition 3.2.

The proof of Result 3.1 involves repeated (and somewhat tedious) use of similar arguments from elementary Euclidean geometry. We provide a sketch proof below.
Proof of Result 3.1. We start with defining the following subsets of $\mathbb{Z}$:

$$
\Delta_1 = \{ x \in \mathbb{Z} | x_1 < 0, x_2 < 0, x_1 > x_2 \}, \\
\Delta_2 = \{ x \in \mathbb{Z} | x_1 < 0, x_2 < 0, x_1 < x_2 \}, \\
\Delta_3 = \{ x \in \mathbb{Z} | x_1 > 0, x_2 > 0, x_1 > x_2 \}, \\
\Delta_4 = \{ x \in \mathbb{Z} | x_1 > 0, x_2 > 0, x_1 < x_2 \}, \\
\Delta_5 = \{ x \in \mathbb{Z} | x_1 > 0, x_2 < 0, x_1 > -x_2 \}, \\
\Delta_6 = \{ x \in \mathbb{Z} | x_1 > 0, x_2 < 0, x_1 < -x_2 \}, \\
\Delta_7 = \{ x \in \mathbb{Z} | x_1 < 0, x_2 > 0, -x_1 < x_2 \}, \\
\Delta_8 = \{ x \in \mathbb{Z} | x_1 < 0, x_2 > 0, -x_1 > x_2 \}.
$$

Then the proof proceeds along the following steps.

Step 1 First note the rather obvious fact that no point $x \in \mathbb{Z}$ is dominated by another point $y$, via the grand coalition $\{1, 2, 3, 4\}$. For completeness we give a brief proof. Consider, without loss of generality, a point $x$ in $\Delta_1$. Again, without loss of generality, consider a point $y$ in the ”north-east” of $x$. Then $u_1(x) \geq u_1(y)$. By using similar arguments, and by the symmetry of the voting situation in this example, this fact can be verified.

Take a point $X \in \Delta_1 \cap \{ y \in \mathbb{Z} : \rho(y, B') < \rho(O, B') \}$ (refer to Figure 3.)
below as well). Below, for \( y \in Z \) and a positive real number \( r \), by \( L(y, r) \) we denote the set \( \{ z \in Z : \rho(y, z) < r \} \).

**Figure 3:** The set of points dominating the point \( X \).

**Step 2** Step 1 implies that for any \( x, y \in Z \), if \( y \) dominates \( x \), then that must be via a coalition of cardinality 3. Now take the point \( X \) without loss of generality. Note that if some \( y \succ_S X \) via some coalition \( S \), then \( \{ 1, 2 \} \not\subseteq S \). To see this, assume the contrary. Then, there exists \( y \in L(A', \rho(A', X)) \cap L(B', \rho(B', X)) \) which dominates \( X \) via some coalition \( S \) which contains voters 1 and 2. Let, without loss of generality, the third member of \( S \) be 3. Consider the angles \( A'C'X = \phi \) and \( A'C'y = \phi' \). It is easy to see that \( \pi/4 > \phi' > \phi \). Then, from the fact that \( \cos \phi' < \cos \phi \), it is straightforward that \( \rho(C', y) > \rho(C', X) \). But this leads to a contradiction.
Step 3  It is easy to see that, then, \( D(X) = (D^1(X) \cap D^3(X)) \cup (D^2(X) \cap D^4(X)) \) (this is depicted as the shaded area, without the boundaries, in Figure 3).

Step 4  Now consider, if possible, \( z \in Z \), such that \( z \) can cover \( X \). Suppose \( z \in D^2(X) \cap D^4(X) \cap \Delta_1 \). Then \( D(z) \) must contain a point in \( \Delta_1 \setminus (D^1(X) \cap D^3(X)) \). Suppose \( z \in D^2(X) \cap D^4(X) \cap \Delta_6 \) such that \( \rho(A',z) < \rho(A',O) \). Then, again, \( D(z) \) must contain a point in \( \Delta_1 \setminus (D^1(X) \cap D^3(X)) \). Suppose \( z \in D^2(X) \cap D^4(X) \cap \Delta_6 \) such that \( \rho(A',z) > \rho(A',O) \). Then, again, \( D(z) \) must contain \( O \), the unique point in the core, but \( O \notin D(X) \). By replicating the arguments above in this fashion, we can verify that \( X \) cannot be covered.

Step 5  Steps like the above can be replicated for every point in the set \( U \), which would verify that \( U \) is indeed the uncovered set. Note that a point of \( Z \) which is neither in the core and nor in \( U \) is covered by \( O \), the single point in the core. \( \square \)

Given Proposition 3.2 (and Result 3.1), the immediate question which obviously arises is what might be the conditions under which an analogue of Cox’s result—coincidence of the core and the uncovered set—holds when the number of voters is even? We find the following.\(^2\)

**Proposition 3.4.** Consider a voting situation \( G \) for which \( |N| \) is even and for which the core \( K = \{x_0\} \) is singleton. Then \( K \) is the uncovered set if and only if \( x_0 \) is the Condorcet winner for the voting situation.

The following elementary lemma would be useful for proving this proposition.

**Lemma 3.1.** Suppose \( x_0 \in Z \) is a point in the core and that it does not dominate a point \( y \in Z; y \neq x_0 \). Then there exists a coalition \( T \) of exactly \( n/2 \) voters such that for each \( i \in T \), \( u_i(x_0) > u_i(y) \).

**Proof.** Suppose not. Then there exists a coalition \( S \) containing at least \( n/2 + 1 \) voters such that for every \( i \in S \), \( u_i(x_0) \leq u_i(y) \). Consider a point \( z \neq x_0 \neq y \) such that \( z \) is a convex combination of \( x_0 \) and \( y \). But then, since \( u_i \) is strictly

\(^2\)We are especially indebted to the Editor for encouraging us to explore a result like Proposition 3.4.
concave for each \( i \in N \), for each \( i \in S \), \( u_i(z) > u_i(x_0) \) which contradicts the supposition that \( x_0 \) is in the core. The proof is completed by noting the fact that if \( x_0 \) is strictly preferred to \( y \) by more than \( n/2 \) voters, then \( x_0 \) dominates \( y \) which, once again, leads to a contradiction.

**Proof of Proposition 3.4.** The proof of the “if” part is obvious. The proof of the “only if” part proceeds along the following steps.

**Step 1** Recall that the covering relation, \( \prec_c \), is transitive: i.e., \( z \prec_c y \) and \( y \prec_c x \) implies that \( z \prec_c x \) (see, e.g., Bordes et al. (1992)).

**Step 2** Now pick, if possible, \( y \in Z \setminus K \), such that \( x_0 \) does not dominate \( y \). Then, setting \( y^0 = y \), construct an infinite sequence of sets \( (G^q)_{q=1}^{\infty} \) in the following manner:

\[
G^1 = C(y^0),
\]

then choose some member \( y^1 \in G^1 \), and

\[
G^2 = C(y^1);
\]

and proceeding in this manner, given \( G^k \) and choosing some \( y^k \in G^k \),

\[
G^{k+1} = C(y^k).
\]

By the transitivity of \( \prec_c \), for each \( k \), \( G^k \subset G^{k-1} \). Observe also, that for each \( k \), \( G^k \subset D(y^{k-1}) \). Note that by the construction of the sequence, if for any \( k \), \( x_0 \in G^k \), then, by the transitivity of \( \prec_c \), \( x_0 \succ y \) and we reach an immediate contradiction. Therefore, for every \( k \), \( x_0 \notin G^k \). Further, by the same reasoning, by the construction of the sequence \( (G^q)_{q=1}^{\infty} \),

\[
\bigcap_{j=1}^{\infty} G^j = \emptyset.
\]

**Step 3** Then, further consider the closure of each of these sets in the sequence. Then the sequence of sets \( (cl(G^j))_{j=1}^{\infty} \) is a sequence of non-empty compact subsets of \( Z \) such that for every \( j \),

\[
cl(G^{j+1}) \subseteq cl(G^j).
\]

Then, by the Cantor intersection lemma (see, if necessary, e.g. (Rudin, 1976, 38)),

\[
\bigcap_{j=1}^{\infty} cl(G^j) \neq \emptyset.
\]

3 Recall from Section 2 that for any \( z \in Z \), by \( C(z) \) we denote the set of points which cover \( z \).
Therefore, there exists an \( x \in Z \), such that \( x \) is in the closure of every \( G^j \). Recall, however, from Step 2 above that \( \bigcap_{j=1}^{\infty} G^j = \emptyset \). Therefore, for every \( j \geq k \) (where \( k \) is some positive integer) there exists a sequence \((y^j_j)\), with each element from the sequence in \( G^j \), which converges to \( x \).

**Step 4** Pick such a \( G^j \), i.e., for which \( j \geq k \). By the definition of \( G^j \), for every element \( z \in G^j \), \( D(z) \subset D(y^{j-1}) \). Therefore, by Lemma 7.2 in Austen-Smith & Banks (2005, 272), \( D(x) \subseteq D(y^{j-1}) \). Therefore,

\[
D(x) \subseteq \bigcap_{j=1}^{\infty} D(y^{j-1}).
\]

Note that by the construction of the sequence in Step 2 above,

\[
\bigcap_{j=1}^{\infty} D(y^{j-1}) = \emptyset.
\]

Therefore, \( D(x) = \emptyset \), i.e., \( x = x_0 \).

**Step 5** Therefore, \( x_0 \in cl(G^1) \). Since \( G^1 \subset D(y^0) \), \( x_0 \in cl(D(y^0)) \). If \( x_0 \in D(y^0) \) (i.e., \( D(y) \)), then again we get an immediate contradiction. So, suppose otherwise.

**Step 6** Then \( x_0 \in cl(D(y)) \setminus D(y) \). Therefore, there exists a sequence \((y^r)\), with each element from the sequence in \( D(y) \), which converges to \( x_0 \). Further, since there are only finitely many coalitions, there exists a fixed majority coalition \( S \) and a sequence \((z^l)_{l=1}^{\infty}\) such that for each element \( z \) of the sequence, \( z \in D(y) \), \( z \) dominates \( y \) via the coalition \( S \), and the sequence \((z^l)\) converges to \( x_0 \). Since \( x_0 \) does not dominate \( y \) via \( S \), there exists a voter \( i \in S \) such that for each \( z \) in the sequence, \( u_i(z) > u_i(y) \geq u_i(x_0) \). Moreover, since \( z^l \) converges to \( x_0 \), by continuity of \( u_i \), \( u_i(y) = u_i(x_0) \).

**Step 7** Recall that by Lemma 3.1, there exists a coalition \( T \) of exactly \( n/2 \) voters such that for each \( i \in T \), \( u_i(x_0) > u_i(y) \). Moreover, conversely, for each voter \( j \) in the \( n/2 \)-voter coalition \( N \setminus T \), \( u_j(y) \geq u_j(x_0) \). Then, by strict concavity of the pay-off functions, for each \( w \in Z \) which is a convex combination of \( x_0 \) and \( y \), (and different from either \( x_0 \) or \( y \)) \( u_j(w) > u_j(x_0) \) for every \( j \in N \setminus T \). But then, since \( x_0 \) is in the core,

---

4 Recall that the lemma, in the present notation-style, states: let \((z^l)\) be an infinite sequence converging to \( x \in Z \) such that for every \( j \), \( D(z^l) \subseteq D(y) \) for some \( y \in Z \). Then \( D(x) \subseteq D(y) \).
for each $j \in T$, $u_j(x_0) > u_j(w)$ for each such $w$ on the linear segment $x_0y$ (otherwise $x_0$ gets dominated). In particular, none of the $w$’s on the segment $x_0y$ is dominated by $x_0$. Pick one such $w$. But then, replicating the argument with respect to $y$ above, given in Steps 2 to 6, there must exist some voter $k \in N$ for whom $u_k(x_0) = u_k(w)$. But this contradicts the fact that for every $i \in N$, either $u_i(x_0) > u_i(w)$ or $u_i(x_0) < u_i(w)$.

4. CONCLUDING REMARKS

Here, at the end, we provide a few remarks related to our results. First, in view of Proposition 3.4, notice that in the example used in Proposition 3.2, the single point in the core is not the Condorcet winner. Next, the fact that this non-coincidence is still true with, e.g., the Miller definition of the uncovered set, follows in a straightforward manner from Proposition 30 in Duggan (2013). And finally, there remain several open questions: e.g., how far a result like Proposition 3.4 can be generalised, under what primitive conditions a singleton core can never be a Condorcet winner, etc. These are topics of ongoing and further research.
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ABSTRACT
This paper seeks to identify which algorithm to employ in a situation where goods are distributed to individuals without using money, while treating everyone equally and respecting each individual’s preferences. I compare two stochastic assignment mechanisms: Random serial dictatorship (RSD) and top trading cycles with random endowments (TTC). In standard theory, both algorithms are strategy-proof and yield the optimal result. In the experiment, RSD outperforms TTC. This can be attributed to a more dominant strategy play under RSD. Generally, subjects with extremely high and low levels of contingent reasoning play their dominant strategies. These results suggest that one optimal algorithm may outperform another one if individuals are boundedly rational.
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1. INTRODUCTION
Which algorithm should be employed in a situation where goods are distributed to individuals without using money? I compare algorithms...
that perform such an assignment, while treating everyone equally and respecting each individual’s preferences over the goods to be distributed. In principle, the class of stochastic assignment mechanisms in this paper is regarded as fair because chance treats everyone equally. This fairness property along with respecting individuals’ preferences is key for applications. However, stochastic assignment mechanisms may not yield the optimal result if individuals do not truthfully reveal their preferences. What may be worse is that individuals who do not understand the dominant strategy could be disadvantaged. Then, the social planner faces a challenging choice between optimal mechanisms.

In this paper, I study mechanisms for this stochastic assignment of \( n \) indivisible objects to \( n \) agents without existing endowments or monetary transfers. Two prominent one-sided matching mechanisms are compared in the laboratory: Random serial dictatorship (RSD) and Gale’s top trading cycles algorithm (Shapley & Scarf, 1974) with random endowments (TTC). In RSD, agents are randomly ordered and then objects are assigned in this order according to their preference. In TTC, initially objects are randomly allocated to agents. Then, mutually beneficial exchanges are performed based on agents’ preferences. Both mechanisms are strategy-proof and ex-post Pareto-efficient (Abdulkadiroğlu & Sönmez, 1998). In standard theory, they are equivalent.

In practice, it is less clear whether this equivalence holds with boundedly rational agents. Moraga & Rapoport (2014) proposed to implement TTC and RSD for refugee resettlement. Accordingly, indivisible goods (residence permits) are assigned to agents (refugees) without endowments (pre-existing right to enter a country). Other applications include time slots to users of a common machine, night shifts to doctors, or public housing to tenants. In such real life problems, understandability is key since the efficiency of the outcome depends on the agents’ ability to comprehend the dominant strategy.\(^1\) The social planners’ choice between theoretically identical mechanisms matters if the dominant strategy is easier to recognize under one mechanism than under the other. Up to now, there is no evidence which allows a comparison of TTC and RSD without endowments.

Assuming bounded rationality, the theory of obvious strategy-proofness (OSP) (Li, 2017) predicts differences in dominant strategy play between RSD and TTC. A mechanism is obviously strategy-proof if recognizing the dominant

\(^1\) In the field, failures to recognize dominant strategies are partly found to be strategically motivated (Rees-Jones, 2017) and persist even if information about the dominant strategy is provided (Hassidim et al., 2016).
strategy does not require contingent reasoning about the hypothetical actions of others. The *sequential* version of RSD (OSP-RSD) is obviously strategy-proof because agents are taking turns and choose an object from a set, one after another. They play the dominant strategy by picking the highest prize. When making their choice, they do not need to reason contingently about the hypothetical choices of the others to play the dominant strategy. In contrast, TTC and the *simultaneous* version of RSD (SP-RSD) are not obviously strategy-proof because playing the dominant strategy requires contingent reasoning. To recognize the dominant strategy when submitting their rank order list to the mechanisms, the agents need to think about the hypothetical lists of the other agents contingent on their own list. Thus, OSP predicts for boundedly rational agents who do not perfectly reason contingently that the frequency of dominant strategy play is larger in OSP-RSD compared to TTC and SP-RSD.

In this paper, I test the performance of TTC and RSD in the laboratory. I investigate whether dominant strategy play differs between mechanisms and whether the Pareto-efficient outcome is attained. The experiment is designed to compare TTC with both versions of RSD; with the simultaneous SP-RSD and with the sequential, obviously strategy-proof OSP-RSD.

The results clearly show that RSD outperforms TTC. The Pareto-efficient welfare level is attained more often in SP-RSD than in TTC. This can be attributed to more dominant strategy play in the RSD mechanisms compared to TTC. This contrasts with the predictions of standard game theory. As predicted by OSP, there is more dominant strategy play in OSP-RSD than in TTC. However, OSP fails to explain why there is more dominant strategy play in SP-RSD compared to TTC and no differences between OSP-RSD and SP-RSD.

These findings complement the matching literature on the house allocation problem with existing endowments, e.g., squatting rights. Abdulkadiroğlu & Sönmez (1999) show that in this case TTC is Pareto-efficient, but RSD is not, because it is not individually rational for every agent to participate in RSD in the first place. Laboratory experiments under incomplete (Y. Chen & Sönmez, 2002) and complete information (Y. Chen & Sönmez, 2004) find that, in line with this theory, RSD is less efficient than TTC. This problem is also known as the housing market with old and new tenants. In contrast, I study the case with new tenants only. This special case is relevant whenever agents do not have prior claims for an object like in assigning slots, licenses, and permits.

The closest related paper is Li (2017). He formulates the theory of OSP,
taking the limited ability for contingent reasoning into account, and tests it experimentally.\footnote{Theory on OSP is evolving. For instance, Pycia & Troyan (2018) introduce a refinement by showing that the class of sequential dictatorships is \textit{strong} OSP. Troyan (2016) characterizes an OSP implementation of TTC beyond the housing allocation problem. Ashlagi & Gonczarowski (2016) show that the Gale-Shapley deferred acceptance algorithm is not OSP. L. Zhang & Levin (2017) provide an axiomatization of the failure to reason state-by-state. Related, Glazer & Rubinstein (1996) find that the implementation of a social choice function via a normal-form game can be more obvious under certain conditions.} He finds that dominant strategy play and efficiency are larger in sequential RSD than in simultaneous RSD. In addition, my paper directly compares TTC with both versions of RSD. With this comparison, I complement the literature indicating that individuals fail to always play dominant strategies in TTC (e.g., Guillen & Hakimov, 2016) and in RSD (Olson & Porter, 1994).

In the experiment, I introduce a new method to compare sequential and simultaneous mechanisms. My aim is to make decisions more comparable between simultaneously submitting a list of preferences and sequentially selecting an object from a set. I argue that comparing dominant strategy play between a list of 4 preferences with a single choice of an object is not fair because subjects are more likely to make an error when submitting a list. I assume that ranking 4 objects in a list involves making a choice about each individual rank of an object, e.g., by pairwise comparisons. I use the strategy method (Selten, 1967) to implement the sequential OSP-RSD: Subjects choose from 4 different sets of objects without knowing their position in the random sequence. Assuming that subjects evaluate each choice from a set of objects separately (Rabin & Weizsäcker, 2009), the procedure remains OSP. As a result, a preference list containing 4 objects is comparable with 4 choices from sets of objects. It turns out that this method yields different results compared to earlier works. I replicate the finding of Li (2017) that OSP-RSD yields more dominant strategy play than SP-RSD, when I use one single choice from one set of objects using the strategy method data. However, the error rate increases if I use all 4 choices from 4 sets, resulting in the difference between the sequential OSP-RSD and the simultaneous SP-RSD vanishing.

To shed light on the behavioral mechanism behind dominant strategy play, I identify extreme forms of contingent reasoning based on two additional games. At one extreme, I identify subjects who are perfectly able to reason hypothetically about the actions of others by guessing 0 in the 2-person beauty contest game (Grosskopf & Nagel, 2008). At the other extreme, I identify subjects would who rather refrain from hypothetical thinking about the actions...
of others by requesting 20 in the 11-20 money request game (Arad & Rubinstein, 2012). The upside of this second game is that requesting 20 does not require contingent reasoning, but is at the same time a sensible answer when not knowing what the other person requests. Both extreme types play their dominant strategies. In this way, my work relates to the growing literature on contingent reasoning in other settings such as school choice (J. Zhang, 2016), takeover games (Charness & Levin, 2009), financial markets (Ngangoue & Weizsäcker, 2015), voting (Esponda & Vespa, 2014), and in explaining the Sure-Thing Principle (Esponda & Vespa, 2016).

The main contributions of my paper are as follows.

(1) RSD outperforms TTC. The theory of obvious strategy-proofness can explain more dominant strategy play in OSP-RSD compared to TTC, but it cannot explain more dominant strategy play in SP-RSD compared to TTC.

(2) OSP-RSD does not outperform SP-RSD. Based on a new method of comparing simultaneous with sequential mechanisms, I find that there is no difference in dominant strategy play between the obviously strategy-proof and the strategy-proof version of RSD.

(3) The capability for contingent reasoning predicts dominant strategy play. Based on two additional games, I find that subjects with a perfect ability for contingent reasoning, as well as subjects who rather refrain from contingent reasoning, play dominant strategies.

(4) Subjects have preferences over mechanisms. A fraction of 40% of the subjects strictly prefers one mechanism to the other.

The remainder of the paper is organized as follows. Section 2 describes the assignment mechanisms, their theoretical properties, and the resulting predictions for the experiment. The experimental design is described in Section 3. Section 4 provides the main results. Section 5 concludes.

2. THEORETICAL FRAMEWORK AND MECHANISMS

Consider the house allocation problem as a triple \( \langle I, O, \succ \rangle \), where \( I \) is a set of agents, \( O \) is a set of objects, and \( \succ \) are strict preference profiles. Let \( |I| = |O| \).
An assignment is $\mu : I \rightarrow O$. I rely on the standard formulation of Hylland & Zeckhauser (1979).

**Parametrization.** In the experiment, four indivisible objects $O = \{a, b, c, d\}$ are assigned to four agents $I = \{1, 2, 3, 4\}$. Each agent is assigned exactly one object. The agents’ strict preference profiles $\succ_i$ are common knowledge:

<table>
<thead>
<tr>
<th></th>
<th>$\succeq_1$</th>
<th>$\succeq_2$</th>
<th>$\succeq_3$</th>
<th>$\succeq_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$a$</td>
<td>$a$</td>
<td>$a$</td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>$b$</td>
<td>$d$</td>
<td>$d$</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>$c$</td>
<td>$c$</td>
<td>$c$</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>$d$</td>
<td>$b$</td>
<td>$b$</td>
<td></td>
</tr>
</tbody>
</table>

The preference profiles are aligned. Agents form pairs with identical preferences. The designed alignment resembles correlated preferences in real life. An exchange opportunity is salient for objects $b$ and $d$ and it is symmetric between agents.

Based on this environment, three different stochastic assignment mechanisms are compared in the experiment: the simultaneous version of RSD (SP-RSD), the sequential version of RSD (OSP-RSD), and top trading cycles with random initial endowments (TTC).

In this paper, I use standard theory and the behavioral theory of obvious strategy-proofness to test the institutional design of stochastic assignment mechanisms. The mechanisms are evaluated based on three criteria: Strategy-proofness, obvious strategy-proofness, and Pareto efficiency.

Strategy-proofness (SP) requires truthful preference revelation to be the weakly dominant strategy for every agent. In addition, the behavioral theory of obvious strategy-proofness (OSP) takes cognitive limitations into account: Recognizing an obviously dominant strategy does not require hypothetical thinking about the other agents’ actions (Li, 2017). An assignment is Pareto-efficient if it is in the core, i.e., no coalition improvement is possible. Efficiency is defined for each group as the sum of earnings divided by the sum of earnings which would have been obtained under the Pareto-efficient assignment.

### 2.1. Simultaneous random serial dictatorship (SP-RSD)

In the simultaneous version of RSD (SP-RSD), all agents submit their entire lists of preferences. It works as follows (description from Y. Chen & Sönmez, 2002).
• Agents submit a full list of preferences over objects.
• Nature draws an order of the agents from a uniform distribution.
• The first agent is assigned her top choice.
• The second agent is assigned her top choice among the remaining objects.
  ...
• The last agent is assigned the remaining object.

By regarding agents’ preferences, SP-RSD dominates the random assignment of objects (Erdil, 2014). SP-RSD is strategy-proof and Pareto-efficient (Zhou, 1990; Abdulkadiroğlu & Sönmez, 1998). SP-RSD is not obviously strategy-proof, because recognizing the weakly dominant strategy involves identifying the other agents’ potential actions by hypothetical thinking (Li, 2017).

2.2. Top trading cycles with random endowments (TTC)

Now I introduce initial endowments to the house allocation problem. Initial random endowments for Gale’s top trading cycles algorithm give rise to a housing market. The housing market (Shapley & Scarf, 1974) is a quadruple $\langle I, O, \succ, \eta \rangle$, where $\eta$ is the initial endowment assignment added to the house allocation problem. TTC with strict preferences selects the unique core allocation of the housing market and coincides with the competitive equilibrium (Roth & Postlewaite, 1977). Therefore, this mechanism is also known as “core from random endowments” (Abdulkadiroğlu & Sönmez, 1998; Pathak, 2008). TTC with random endowments works as follows (description adapted from Abdulkadiroğlu & Sönmez, 1998).

• Agents submit a full list of preferences over objects.
• Nature draws an initial assignment from a uniform distribution.
• Step 1: Every agent points to the agent owning her most preferred object. Every object points to its owner. There is at least one cycle. A cycle is an order of agents $\{1, 2\}$ where agent 1 points to agent 2 and agent 2 points to agent 1. Execute trades and remove cycles. Go to the next step if there are remaining agents.
Stochastic assignment

- Step k: Every remaining agent points to the agent owning her most preferred object among the remaining objects. Objects point to their owners. Execute trades and remove cycles. Repeat until there are no remaining agents.

TTC obtaining the unique core allocation is strategy-proof (Roth, 1982) as well as individually rational, and Pareto-efficient (Ma, 1994). However, TTC is not obviously strategy-proof for markets with 3 or more agents because the opposing players’ actions need to be taken into account to recognize the dominant strategy.

**Proposition Li.** (Li, 2017) TTC with \( n \geq 3 \) is not OSP-implementable.

TTC coincides with RSD if there are no existing endowments. TTC, SP-RSD, and OSP-RSD are strategy-proof and ex-post Pareto-efficient.

**Theorem AS.** (Abdulkadiroğlu & Sönmez, 1998) RSD is the same lottery mechanism as TTC with random endowments.

2.3. Pareto efficiency in the experiment

TTC, SP-RSD, and OSP-RSD are ex-post Pareto-efficient in the experimental environment under the standard assumption of dominant strategy play.

**Proposition 1.** The core allocation under SP-RSD, OSP-RSD, and TTC is: One agent gets her first, two agents get their second, and one agent gets her third preference.

**Sketch of proof.** According to Abdulkadiroğlu & Sönmez (1998), TTC and serial dictatorships are ex-post Pareto-efficient. Therefore, TTC, SP-RSD, and OSP-RSD are ex-post Pareto-efficient and obtain the same outcome distribution. Independent of the order of the random queue, the following outcome distribution is obtained for the agents \( I = \{1,2,3,4\} \).

*Journal of Mechanism and Institution Design* 3(1), 2018
Boxes around the preference profiles illustrate that only one agent gets her top choice object $a$, two agents get their second-best objects $b$ and $d$, one agent receives her third preference $c$, and no agent receives her last preference. The outcome distribution of the core from mechanisms TTC, SP-RSD, and OSP-RSD, given the induced preference profiles $\succ_i$, is $1 - 2 - 1 - 0$. \hfill $\Box$

Since the preference profiles are highly correlated in the experimental parametrization, there is little room for differences in efficiency resulting from non-dominant strategy play.

### 2.4. Predictions

Since TTC, SP-RSD, and OSP-RSD are strategy-proof in standard game theory, subjects are predicted to play dominant strategies under all three mechanisms. The fraction of dominant strategies is expressed by using subscript $s$.

**Hypothesis 1.** (Dominant strategy play) $TTC_s = SP-RSD_s = OSP-RSD_s,$

where $s=100\%$ for all mechanisms.

Since OSP-RSD is obviously strategy-proof, subjects are predicted by the behavioral theory of OSP to play the dominant strategy more often under OSP-RSD than under SP-RSD or TTC under the assumption of limited ability for contingent reasoning. The fraction of dominant strategy play (subscript $s$) is predicted by the following relation:

**Hypothesis 2.** (Behavioral) $SP-RSD_s < OSP-RSD_s \land TTC_s < OSP-RSD_s.$

Hypotheses 1 and 2 are competing hypotheses about dominant strategy play from standard and behavioral theory.
Since the mechanisms are ex-post Pareto-efficient, subjects are predicted to obtain the core allocation under all three mechanisms. Proposition 1 predicts that this core allocation assigns one agent her top choice, two agents their second-best choice, and one agent her third choice. The fraction of core allocations is expressed by using subscript p, where p=100% in standard theory.

**Hypothesis 3.** (Pareto efficiency) $TTC_p = SP-RSD_p = OSP-RSD_p$.

### 3. EXPERIMENTAL DESIGN

Figure 1 summarizes the experimental setup required when implementing a one-shot game under complete information. The three mechanisms, TTC, SP-RSD, and OSP-RSD, are compared between-subjects. In the beginning, participants are randomly divided into groups of 4, where each participant is randomly assigned a role within each group. Roles correspond to preference profiles $\succ_i$ and remain constant. Then, subjects are informed about two mechanisms, one after another. Subjects only get to know mechanism 2 after they have completed mechanism 1. They are either confronted with the pair TTC/SP-RSD or with the pair TTC/OSP-RSD. Subjects act through each allocation rule and answer control questions. Instructions are available in the Appendix.

![Figure 1: Experimental setup.](image)

**Part 1.** Subjects state their preferences under mechanism 1. This one-shot decision is the main variable of interest for the between-group comparison. Mechanisms are either TTC, SP-RSD, or OSP-RSD. The mechanism is determined randomly. Subjects do not receive feedback until part 4. TTC and SP-RSD require submission of a list of preferences over 4 objects. In OSP-RSD, subjects select an object from a set of objects.
OSP-RSD is implemented using the strategy method (Selten, 1967): Subjects choose their preferred object 4 times from 4 sets of objects at the same time. The aim is to make the simultaneous submission of a list in TTC and SP-RSD comparable to selecting objects from sets in OSP-RSD. The reason is that listing 4 objects in an order may produce larger error rates than selecting a single object. Therefore, each subject is confronted with 4 sets of objects when making their choice in OSP-RSD. Subjects are ordered sequentially, but they do not know in which position of the sequence they are when they decide about the 4 sets.

Figure 2 illustrates the implementation of OSP-RSD with an example. Subjects face 4 choices in 4 different sets containing 4, 3, 2, and 1 object(s), without knowing their position in the sequence. Only one set of objects is the payoff-relevant set depending on the others’ previous choice (corresponding to the actual position in the sequence). For instance, the subject at position 1 chooses her preferred object from sets \{a, b, c, d\}, \{b, c, d\}, \{b, c\}, and \{b\}, without knowing that she is at position 1. Her payoff-relevant decision is about the object from \{a, b, c, d\}.

This method provides a fair comparison of dominant strategy play between submitting a preference list and directly choosing from sets of objects because the task of listing 4 objects can be regarded as choosing an object for each individual rank.

Importantly, the 4 choices in OSP-RSD do not involve contingent reasoning about others’ actions if we assume narrow bracketing (Rabin & Weizsäcker, 2009). Under narrow bracketing, assuming that subjects evaluate each choice...
separately, the elicitation procedure remains OSP. That is, I presume that subjects choose their preferred object from set 1, then they choose their preferred object from set 2 and so on without considering the complete strategy plan. In this way, each element in the strategy plan is OSP.

The single choice according to the actual position in the random sequence, as used by Li (2017), can be reconstructed using this method by only considering the decision about choice set 1 by position 1, the decision about choice set 2 by position 2, and so on. Henceforth, I refer to this reconstruction as OSP-RSD(1).

**Part 2.** In order to elicit a preference over mechanisms, subjects also make a choice under mechanism 2. Mechanism 2 is either SP-RSD or OSP-RSD if mechanism 1 was TTC, or it is TTC if mechanism 1 was SP-RSD or OSP-RSD. This order is randomized to control for order effects.

Only one mechanism (either 1 or 2) is paid out randomly in the end to avoid hedging possibilities. I elicit the preference for a mechanism by giving subjects the possibility of determining the probability distribution for the random payment. They do not know about the distributions until they finish mechanism 2. They choose between 50:50 and 80:20, respectively, for each mechanism. The latter options, implying 80% probability of the preferred mechanism to be paid out, cost ten euro cents. An indifferent subject would choose 50:50, whereas a subject with a strict preference would choose the option 80:20, respectively.

**Part 3.** The questionnaire contains two games to capture extreme forms of contingent reasoning. In the 2-person beauty contest game (Grosskopf & Nagel, 2008), two players form a group and submit an integer guess between 0 and 100. The closest guess to 2/3 of the average of the group wins 2 euros. The weakly dominant strategy is stating 0. I presuppose that stating 0 is a sufficient condition for perfect contingent reasoning about the hypothetical guess of the other person.

In contrast, the 11-20 money request game of Arad & Rubinstein (2012) does not have a pure strategy Nash equilibrium, but an intuitively salient level-0 strategy of requesting 20. In this game, two players form a group and submit an integer number between 11 and 20 points. They keep this amount. If one player submits exactly one integer less than the other player, then this player receives 20 points on top. The benefit of this second game is that answering 20 does not necessarily involve thinking about the others’ hypothetical actions, and it is at the same time a sensible answer. Submitting 19 would imply that a player...
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thinks that the other player submits 20, and so on. In turn, submitting 20 would imply that she does not take into account the hypothetical action of the other player. Otherwise she would see that she could be better off by submitting one point less. However, I assume that any form of contingent reasoning would involve thinking about the other players’ action expressed by submitting points < 20. Having a preference for maximum welfare could potentially also play a role when submitting 20, since the maximum number of points is achieved if one player states 20 and the other one states 19. Additionally, the psychological need for a cognition scale (Cacioppo & Petty, 1982; Bless et al., 1994), risk attitude measurement (Holt & Laury, 2002), and demographic characteristics are included.

Part 4. After the experiment, the uncertainty is resolved by running the mechanisms. Subjects are paid out one mechanism with the probability determined in part 2. They receive 10 euros for their top choice, 7 euros for their second, 4 euros for their third, and 1 euro for their least preferred object. Payments are administered anonymously and privately.

Procedure. Sessions were conducted in March 2017 at the laboratory of the Technical University of Berlin. In sum, N = 228 participants took part. They were on average 26 years old and 52% of them were female. The majority of subjects (57%) were students of engineering, mathematics, or physics. Sessions lasted around 60 minutes. Average earnings (including show-up fee) were 16 euros (min: 9; max: 22). The experiment was programmed using the software z-Tree (Fischbacher, 2007). Participants were recruited using ORSEE (Greiner, 2015).

4. RESULTS

4.1. Dominant strategy play

Do individuals play their dominant strategies? This question is analyzed based on the subjects’ stated preferences in mechanism 1 (where they do not know about the second mechanism). Hypothesis 1 states that subjects play dominant strategies under all mechanisms. This paper does not find supporting evidence. The behavioral Hypothesis 2 states that subjects play dominant strategies more often in OSP-RSD than in TTC. This is supported by the data.

Result 1. (Dominant strategies: RSD versus TTC) On average, dominant
Stochastic assignment strategies are played more often in RSD mechanisms than in TTC. Being in the TTC mechanism decreases the likelihood of playing the dominant strategy by 30% compared to SP-RSD.

Support. Table 1 presents proportions of dominant strategy play under each mechanism. Subjects play dominant strategies significantly more often in the RSD mechanisms than in TTC. Table 4 presents probit estimation results of dominant strategy play. The marginal effect of TTC compared to SP-RSD (row 2) is significant and robust to controlling for additional explanatory factors in model (4).

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Obs.</th>
<th>Dominant strategies</th>
<th>Mann-Whitney U test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTC</td>
<td>23</td>
<td>53.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP-RSD</td>
<td>18</td>
<td>86.1%</td>
<td></td>
<td>0.0002</td>
</tr>
<tr>
<td>OSP-RSD(1)</td>
<td>16</td>
<td>95.3%</td>
<td>&lt; 0.0001</td>
<td>0.029</td>
</tr>
<tr>
<td>OSP-RSD(4)</td>
<td>16</td>
<td>78.1%</td>
<td>0.0021</td>
<td>0.813</td>
</tr>
</tbody>
</table>

The average of each group is one independent observation. Reported p-values are based on one-tailed testing, except for SP-RSD vs. TTC. For TTC and SP-RSD, dominant strategy play is defined as submitting the full preference list truthfully. For OSP-RSD(1), dominant strategy play is defined as choosing the largest prize according to the position in the queue. For OSP-RSD(4), it is defined as choosing each time the largest prize out of 4 different sets with 4, 3, 2, and 1 alternative(s).

The behavioral Hypothesis 2 also states that subjects play dominant strategies more often in OSP-RSD than in SP-RSD. Employing two different definitions of OSP-RSD, labeled OSP-RSD(1) and OSP-RSD(4), this paper finds mixed evidence.

Both OSP-RSD definitions are obtained from the same choice data and method. OSP-RSD(1) is nested in OSP-RSD(4). In OSP-RSD(1) – consistent with the definition in Li (2017) – participants play a dominant strategy if they choose the largest prize according to their actual position in the random queue. In OSP-RSD(4), dominant strategy play is defined as choosing the largest prize in each and every set of objects simultaneously. Here, subjects make 4 choices.
from 4 different sets containing 4, 3, 2, and 1 object(s).

**Result 2.** (Dominant strategies: OSP-RSD versus SP-RSD) *On average, subjects play their dominant strategies more often in OSP-RSD(1) (95%) than in SP-RSD (86%). There is no significant difference between OSP-RSD(4) and SP-RSD.*

**Support.** Table 1 presents proportions of dominant strategy play in each mechanism. Dominant strategy play in OSP-RSD(1) occurs significantly more often than in SP-RSD. Dominant strategies are not played significantly more frequently in OSP-RSD(4) than in SP-RSD.

Result 2 indicates that the difference between SP-RSD and OSP-RSD depends on the definition of dominant strategy play in OSP-RSD. The OSP-RSD(1) finding replicates previous results from Li (2017). Here, dominant strategy play is based on one single choice from one set of objects. However, the difference between OSP-RSD and SP-RSD vanishes when 4 choices are considered in OSP-RSD(4).

Why then is the frequency of dominant strategy-play lower in OSP-RSD(4) compared to OSP-RSD(1)? The reason is that the misrepresentation or error rate is amplified across multiple choice sets. OSP-RSD(4) defines a subject as misrepresenting if any of her four choices are not dominant strategies. In OSP-RSD(4), 5/14 cases of non-dominant strategy play can be attributed to selecting the second-best object from the full choice set containing 4 objects and at the same time playing the dominant strategy in the choice set containing 3 objects. Another 7/14 cases can be attributed to selecting the second-best object in the choice set containing 3 objects, while playing the dominant strategy in the full choice set with 4 objects.

**4.2. Misrepresentation strategies**

Which misrepresentation strategies are mainly used? Figure 3 presents an overview of the manipulation strategies in SP-RSD and TTC. Only preference lists from mechanism 1 are considered only (one-shot, between-subjects).

---

3 In OSP-RSD(1), all three cases of manipulation are second-best on top. In the experiment, four subjects use more than one of the three manipulation strategies. Then, the first strategy is taken into account according to the order: second on top – last on top – third on second.
The most common manipulation strategy is to put the 2nd preference at the top of the list. This *second-best on top* strategy accounts for 26/43 cases of non-dominant strategy play in TTC, for 3/10 in SP-RSD, for 3/3 in OSP-RSD(1), and for 12/14 cases of non-dominant strategy play in OSP-RSD(4).

Figure 3 illustrates the tendency that the *second-best on top* strategy is played more frequently in TTC than in SP-RSD. This indicates that it is easier to recognize for subjects to recognize that they cannot outsmart the mechanism by putting their second-best on top of the list in SP-RSD.

The other two strategies of putting the *last preference on top* of the list and of putting the *third preference on the second* position are less frequent.

4.3. Efficiency

Does not playing the dominant strategy affect the efficiency of the outcome? Efficiency is defined for each group as the sum of payoffs divided by the sum of Pareto-efficient earnings. Observed efficiency is based on one random queue. Expected efficiency is based on simulations with 10,000 random queues. Hypothesis 3 states that all mechanisms result in the Pareto-efficient assignment. This is not supported by the evidence.
Result 3. (Pareto-efficient assignments) In expectation, SP-RSD attains the Pareto-efficient assignment 30% more often than TTC.

Support. Table 2 presents the proportions of assignments ending in the Pareto-efficient welfare level using the simulated expected efficiency in the final column. The expected proportion of Pareto-efficient assignments is significantly different between SP-RSD (72.2%) and TTC (39.1%), according to the Mann-Whitney U test ($N = 41$, $p = 0.037$, two-tailed).

Table 2: Efficiency.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Observed efficiency mean</th>
<th>Expected efficiency</th>
<th>Proportion of Pareto-efficient assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTC</td>
<td>0.953</td>
<td>0.943 (0.016)</td>
<td>39.1%</td>
</tr>
<tr>
<td>SP-RSD</td>
<td>0.976</td>
<td>0.964 (0.018)</td>
<td>72.2%</td>
</tr>
<tr>
<td>OSP-RSD(1)</td>
<td>0.960</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Random lists</td>
<td>—</td>
<td>0.821 (0.026)</td>
<td>—</td>
</tr>
</tbody>
</table>

The Pareto-efficient welfare level under dominant strategy play is 1. Standard errors in parenthesis. Observed efficiency is based on one random queue. Expected efficiency is based on simulations with 10,000 random queues.

OSP-RSD(1) cannot be evaluated based on expected efficiency. Based on observed efficiency, the proportion of Pareto-efficient assignments in OSP-RSD(1) is 81.3%. This indicates that more dominant strategy play leads to more groups attaining the Pareto-efficient welfare level. Due to the correlated experimental environment, the mean efficiency does not differ between mechanisms (see Section 2.3).

4.4. Mechanisms

Why do individuals not play dominant strategies? I explore the potential explanations including the subjects’ ability for contingent reasoning, procedural preferences for the mechanisms, and risk aversion.

Contingent reasoning. The capability to reason contingently is captured with data from two additional games. I focus on identifying the extremes.
Perfect contingent reasoning is defined as playing the dominant strategy in the 2-person beauty contest game by choosing 0. Non-contingent reasoning is defined as playing the level-0 strategy in the 11-20 money request game by requesting 20 and thereby refraining from reasoning contingently. Sample distributions of guesses and requests can be found in the Appendix.

**Result 4.** (Contingent reasoning) *Individuals with a perfect capability to reason contingently, as well as individuals who would rather refrain from reasoning contingently, play dominant strategies. The marginal effect of refraining from contingent reasoning on dominant strategy play is 14%.*

**Support.** Table 3 presents cases of dominant strategy play by the subjects’ contingent reasoning. Subjects ex-ante classified as having the perfect capability, as well as subjects classified as refraining from reasoning contingently, play dominant strategies. Table 4 presents probit estimation results of dominant strategy play. Non-contingent reasoning (row 7) is significantly positively related to playing the dominant strategy. The marginal effect of non-contingent reasoning, compared to those not requesting 20 in the 11-20 money request game, is obtained from model (3).

<table>
<thead>
<tr>
<th>Ability</th>
<th>Definition</th>
<th>Dominant strategies</th>
<th>Total cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contingent</td>
<td>Beauty contest guess = 0</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Non-contingent</td>
<td>Money request = 20</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>Intermediate</td>
<td>Beauty contest guess &gt; 0 ∧ Money request &lt; 20</td>
<td>138</td>
<td>192</td>
</tr>
<tr>
<td>Residual</td>
<td>Beauty contest guess = 0 ∧ Money request = 20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>172</td>
<td>228</td>
</tr>
</tbody>
</table>

**Result 4** indicates that both extreme expressions of the ability for contingent reasoning result in dominant strategy play. This means that intermediate levels of the ability for contingent reasoning matter for dominant strategy play.
Table 4: Probit regression of dominant strategy play.

<table>
<thead>
<tr>
<th></th>
<th>Predicted variable: Dominant strategy play</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Mechanisms:</td>
<td>OSP-RSD(1)</td>
<td>0.142*</td>
<td>0.082</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>(Reference: SP-RSD)</td>
<td>(0.080)</td>
<td>(0.091)</td>
<td>(0.086)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>2</td>
<td>TTC</td>
<td>-0.293***</td>
<td>-0.304***</td>
<td>-0.304***</td>
<td>-0.295***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.071)</td>
<td>(0.068)</td>
<td>(0.070)</td>
<td>(0.065)</td>
</tr>
<tr>
<td>3</td>
<td>Preference for:</td>
<td>SP-RSD</td>
<td>-0.267***</td>
<td>-0.246***</td>
<td>-0.253***</td>
</tr>
<tr>
<td></td>
<td>(Reference: Indifferent)</td>
<td>(0.089)</td>
<td>(0.089)</td>
<td>(0.088)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>OSP-RSD</td>
<td>0.118*</td>
<td>0.119*</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.070)</td>
<td>(0.071)</td>
<td>(0.081)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>TTC</td>
<td>0.040</td>
<td>0.027</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.067)</td>
<td>(0.069)</td>
<td>(0.067)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Beauty contest guess</td>
<td></td>
<td></td>
<td>-0.002*</td>
<td>-0.002*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>7</td>
<td>Non-contingent</td>
<td></td>
<td></td>
<td>0.137**</td>
<td>0.240**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.064)</td>
<td>(0.108)</td>
</tr>
<tr>
<td>8</td>
<td>Risk aversion</td>
<td></td>
<td></td>
<td>-0.001</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.014)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>9</td>
<td>Non-contingent × Risk aversion</td>
<td></td>
<td></td>
<td></td>
<td>-0.043</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.068)</td>
</tr>
<tr>
<td>10</td>
<td>Need for cognition</td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.002)</td>
</tr>
<tr>
<td>11</td>
<td>Set of controls +</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clusters</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>228</td>
<td>228</td>
<td>228</td>
<td>228</td>
</tr>
</tbody>
</table>

Predicted variable: 1 if dominant strategy play and 0 otherwise. Data from mechanism 1. Average marginal effects reported. Standard errors clustered at group level in parentheses. Non-contingent: 1 if request is 20 in the 11-20 money request game and 0 otherwise. + Set of controls: demographics, player role, field of study, math grade. Significance levels: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$.  
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Table 4 also shows that the level of contingent reasoning, approximated by the beauty contest guess (row 6), is related to dominant strategy play. Note that the definition of perfect contingent reasoning cannot be included in the probit model because it perfectly predicts dominant strategy play.\footnote{Contingent reasoning is defined as playing the weakly dominant strategy in the 2-person beauty contest game by choosing 0. However, choosing 0 in the beauty contest game perfectly predicts dominant strategy play in the mechanisms. This yields complete separability and the failure to fit the estimation models in Table 4 by maximum likelihood.} The self-reported psychological need for cognition (row 10) is not significantly related to dominant strategy play.

**Procedural preferences.** Do subjects have a preference for mechanisms? Overall, around 40\% of the subjects strictly prefer one assignment mechanism to the other, while the majority of participants is indifferent between the mechanisms. The TTC mechanism is preferred by 18\%, SP-RSD by another 18\%, and OSP-RSD by 22\% of the subjects. This indicates that a substantial fraction of subjects has a preference for an assignment mechanism. Moreover, the preference for SP-RSD is found to be related to dominant strategy play.

**Result 5.** (Procedural preferences) *The likelihood of playing a dominant strategy is 25\% lower for individuals having a preference for SP-RSD compared to indifference.*

**Support.** Table 4 presents probit estimation results of dominant strategy play. Having a preference for SP-RSD (row 3) is associated with a significantly decreased likelihood of dominant strategy play compared to the reference group of being indifferent. The marginal effect from the full model (4) is reported.

Result 5 suggests that having a procedural preference for SP-RSD is negatively related to dominant strategy play. More specifically, this effect can be partly attributed to subjects preferring the SP-RSD mechanism and not playing the dominant strategy in TTC. In 12/15 of the overall cases of having a preference for SP-RSD and not playing the dominant strategy, subjects do not play the dominant strategy in TTC.

**Risk attitudes.** Table 4 indicates that there is no significant relation at the 5\% significance level between risk attitudes (row 8) and dominant strategy play.
Risk aversion interacted with non-contingent (row 9) is not significantly related to dominant strategy play either. This indicates that the relation between not engaging in hypothetical thinking as measured by non-contingent reasoning (row 7) and dominant strategy play cannot merely be explained by subjects being risk-averse.

5. DISCUSSION AND CONCLUSION

In this paper, I test the performance of RSD and TTC for the house allocation problem without endowments and find that – in contrast to standard theory – RSD outperforms TTC. Dominant strategies are played more frequently and the Pareto-efficient welfare level is attained more often in RSD. This result stands in contrast to previous findings of Y. Chen & Sönmez (2002, 2004) on the house allocation problem with existing endowments. Their opposite finding that TTC outperforms RSD mainly results from subjects choosing the option not to participate in RSD because they could be worse off than their endowment matching. In line with the theory of Abdulkadiroğlu & Sönmez (1998), this option is not available in the present problem without endowments since everyone participates.

In the experiment, I introduce a new method to compare simultaneous with sequential mechanisms. I assume that listing objects in a preference order involves a decision about each individual rank in the list. Therefore, submitting a list (in TTC and SP-RSD) is more comparable to choosing from multiple choice sets than from a single choice set as in Li (2017). Sequential OSP-RSD is implemented as subjects choosing their preferred object from 4 choice sets without knowing their position in the sequence. This method has a second virtue: The single choice according to the actual position in the sequence can be reconstructed from this data. The single choice from one set is nested in the 4 choices from 4 sets. The new method comes at a cost: The decision situation of choosing simultaneously from different sets is cognitively more complex than choosing from one set. Nevertheless, reconstructing the single choice, I replicate the finding of Li (2017) that 2.6% (my experiment: 4.7%) do not play dominant strategies in OSP-RSD.

The methodological drawback of this new method is that the sequential version of RSD is only obviously strategy-proof if the narrow bracketing assumption (Rabin & Weizsäcker, 2009) is fulfilled: I assume that subjects evaluate each choice set separately when playing the strategy method. If narrow
bracketing is not fulfilled, identification could potentially be confounded since considering all four choices could still require contingent reasoning. Thus, when using the strategy method for obviously strategy-proof mechanisms, one has to weigh this drawback against the greater comparability between simultaneous and sequential mechanisms.

I do not find a difference in dominant strategy play between the sequential OSP-RSD and the simultaneous SP-RSD when using the data from the new method. The reason is that the error rate is higher when choosing from multiple sets: Subjects play the dominant strategy by choosing the highest prize in the first choice set, but fail to do so in the second choice set (and the other way around).

A substantial fraction of subjects (40%) prefers one assignment mechanism over the other, while the majority is indifferent. This evidence is in line with the previous finding that preferences over mechanisms which yield identical expected outcomes can differ systematically (Schmelzer, 2016). Further, the preference for SP-RSD is negatively related to dominant strategy play. This is driven by individuals who do not play the dominant strategy in TTC, indicating a preference for RSD.

I provide a first approach of identifying extreme forms of contingent reasoning. Individuals classified as having a perfect ability, as well as subjects who would rather refrain from contingent reasoning, play dominant strategies. This implies that the behavior of individuals with an intermediate level of contingent reasoning is crucial for the performance of mechanisms. For intermediate levels, mechanisms become key if the dominant strategy is easier to see than in others. In a related paper, Basteck & Mantovani (2018) find that subjects with a low cognitive ability play the dominant strategy less frequently in the deferred acceptance algorithm than high-ability subjects. The relation between the individuals’ capability for contingent reasoning and their cognitive ability in matching markets remains an open question.

Several explanations for preference misrepresentation are discussed in the matching literature (Hassidim et al., 2017). In my experiment, the most prevalent form of misrepresentation is to place the second-best object at the top of the list; even more frequently in TTC than in SP-RSD. The top-choice object is identical for all subjects in a group while the second-best is only identical for half of the group. This misrepresentation behavior is consistent with the self-selection explanation of L. Chen & Pereyra (2016) that subjects rank an object lower if the perceived chance of receiving it is very low.
The findings of my paper can inform behavioral theory on obvious strategy-proofness (OSP). The strategic complexity of TTC and RSD seems to play a role, but in a different way than predicted by the behavioral theory of OSP. While OSP predicts the result that OSP-RSD outperforms TTC, it cannot explain the result that SP-RSD outperforms TTC. SP-RSD and TTC may differ in their complexity in a way so far not captured by OSP. A refinement of contingent reasoning might be helpful. The number or the quality of the contingencies may play a role in explaining why the frequency of dominant strategy play is larger in SP-RSD than in TTC. TTC not only involves contingent reasoning about the random priorities, as SP-RSD does, but also includes the mutually beneficial exchange opportunities given the initial random assignment.

From a policy perspective, the social planners’ choice matters since the strategy-proofness of one mechanism is easier to understand than the strategy-proofness of the other. Given the experimental evidence, it is easier for individuals to recognize that they cannot game the system by misrepresenting their preferences in RSD than in TTC. As a consequence, RSD outperforms TTC. Therefore, the RSD mechanism may be considered instead of the TTC mechanism for assignment problems in which individuals’ preferences are correlated and in which the individuals do not have pre-existing claims upon the objects to be assigned.

In conclusion, TTC and RSD are not equivalent as predicted by standard theory. In the absence of existing endowments, RSD yields more dominant strategy play than TTC. Dominant strategy play is related to the ability of individuals for contingent reasoning. Individuals with extremely high and low levels of contingent reasoning play dominant strategies. This can inform market design in practice: Strategy-proof and optimal assignment mechanisms may not yield the predicted results if individuals are boundedly rational. What is more, one strategy-proof market design may perform better with real people than the other.
Appendix

Figures

Figure 4: Distribution of guesses in the 2-person beauty contest game.

Figure 5: Distribution of requests in the 11-20 money request game.
Instructions

Welcome! You are about to take part in an economic study in decision-making. You will receive a show-up fee of 6 euros. Additionally, you will be able to earn a substantial amount of money. It is therefore crucial that you read these explanations carefully. The present instructions are identical for all participants.

Please switch off your mobile phone and do not communicate with other participants. If you have any questions, please raise your hand. We will then come over to you. Any violation of these rules means you will be excluded from the experiment and from any payments.

During the experiment, we will calculate in points. The total number of points you earn in the course of the experiment will be transferred into euro at the end, at a rate of

\[ 1 \text{ euro} = 20 \text{ points}. \]

The procedure and payment details are described below.

At the beginning of the experiment, all participants are randomly divided into groups of four. You will not get to know the identity of the other participants in your group. You stay in the same group during the experiment.

In the experiment, we simulate procedures that assign positions to applicants. A central clearinghouse takes care of the assignment procedure. You and the other participants are applicants. Within each group, you are randomly assigned the role of an applicant. This role remains the same throughout the experiment.

The following payment table determines your payoff at the end of the experiment.

<table>
<thead>
<tr>
<th>Points</th>
<th>Applicant green</th>
<th>Applicant blue</th>
<th>Applicant red</th>
<th>Applicant yellow</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 points</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>140 points</td>
<td>X</td>
<td>X</td>
<td>Z</td>
<td>Z</td>
</tr>
<tr>
<td>80 points</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>20 points</td>
<td>Z</td>
<td>Z</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

In this payment table, you can see how many points each applicant receives for each assigned position. This table is equivalent in both tasks. For instance, if applicant green is assigned
position \( W \) in the allocation procedure, then he receives 200 points. If applicant green is assigned position \( X \), then he receives 140 points; for position \( Y \) he receives 80 points and for position \( Z \) he receives 20 points.

**Procedure**

- Task 1
- Task 2
- Questionnaire
- Payment

You will receive more detailed information about task 1 and task 2 on your computer screen after the experiment starts. In each task, we simulate a procedure that assigns positions to applicants.

**One** of both tasks (either 1 or 2) is randomly determined and paid out to you in the end. The precise probability for the random payment will be determined in the experiment.

*only for TTC and SP-RSD:*

<< Your Decision

In each task, you will make a decision about a ranking of positions. You will receive details on the use of this ranking in the procedure during the experiment. All four applicants submit a ranking. You may submit any ranking. All positions have to be listed. Rank 1 means the top rank, rank two the second-highest, rank 3 the third-highest, and rank 4 the lowest rank. >>

Do you have any questions? If this is the case, then please raise your hand. We will answer your questions individually. Thank you for participating in this experiment!

**Instructions for SP-RSD**

All applicants submit one **ranking** of positions. Then the procedure works as follows.

- **List of applicants:** A fair lottery determines a list of applicants. This means each applicant has an equal chance of becoming first, second, third, or fourth on this list.
- The first applicant on the list of applicants receives the position at rank 1 of his submitted ranking.
• The second applicant on the list of applicants receives the position with the highest rank among the remaining positions of his submitted ranking.

• The third applicant on the list of applicants receives the position with the highest rank among the remaining positions of his submitted ranking.

• The fourth applicant on the list of applicants is assigned to the remaining position.

An example

Consider for illustration purposes the following example. There are three applicants (gray, black, and white) and three positions (A, B, and C).

• **Rankings.** Assume that the applicants submitted the following rankings:

  Applicant gray: rank 1 = B  rank 2 = C  rank 3 = A.

  Applicant black: rank 1 = C  rank 2 = A  rank 3 = B.

  Applicant white: rank 1 = B  rank 2 = C  rank 3 = A.

*Important: These sample rankings are chosen arbitrarily and only serve illustrational purposes. They provide no guidance for your decision-making in the experiment!*

• **List of applicants.** Assume the following list of applicants:

  black – gray – white

Please complete the following sentences.

• The first applicant on the list of applicants receives the position at rank 1 of his submitted ranking. That is, applicant black receives position ___.

• The second applicant on the list of applicants receives the position with the highest rank among the remaining positions (A and B) of his submitted ranking. That is, applicant gray receives position ___.

• The third applicant on the list of applicants is assigned to the remaining position. That is, applicant white receives position ___.
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**Instructions for OSP-RSD**

The procedure works as follows.

- **List of applicants**: A fair lottery determines a list of applicants. This means each applicant has an equal chance of becoming first, second, third, or fourth on this list.

- **Set of positions**: Available positions which have not yet been chosen.

- The first applicant on the list of applicants chooses one position from the full set of positions.

- The second applicant on the list of applicants chooses one position from the remaining positions in the set of positions.

- The third applicant on the list of applicants chooses one position from the remaining positions in the set of positions.

- The fourth applicant on the list of applicants receives to the remaining position.

**An example**

Consider for illustration purposes the following example. There are three applicants (gray, black, and white) and three positions (A, B, and C).

- **List of applicants.** Assume the following list of applicants:

  black – gray – white

- Assume, for instance, that applicant black prefers position A and applicant gray prefers position B.

Please complete the following sentences.

- The first applicant on the list of applicants chooses one position from the full set of positions (A, B, C). That is, applicant black chooses position ____.

- The second applicant on the list of applicants chooses one position from the remaining positions in the set of positions (B, C). That is, applicant gray chooses position ____.

- The third applicant on the list of applicants receives to the remaining position. That is, applicant white receives ____.
Your Decision

In this task, you will see 4 different sets of positions corresponding to a place on the list of applicants. One set of positions is relevant for your final payment.

Only at the end of the experiment will you learn which set of positions is relevant for your payment and with that, which place on the list of applicants you have.

Your decision is to choose your preferred position out of each of the 4 sets of positions.

Instructions for TTC

All applicants submit one ranking of positions. Then the procedure works as follows.

- **Tentative assignment**: Each applicant is first tentatively assigned to one position based on a fair lottery. This means each applicant has an equal chance to be assigned to a particular position. This assignment is tentative.

- Next, the rankings are used to determine mutually beneficial exchanges between two or more participants.

- **Queue**: In order to perform mutually beneficial exchanges, a queue is determined by a fair lottery. The lottery determines each applicant’s place in the queue. Each queue is equally likely. This means that each applicant has an equal probability of becoming first, second, ..., or last in the queue.

- The specific allocation process is explained below. It starts with the first applicant in the queue. The application of the first applicant in the queue is submitted to the position with rank 1 on his ranking.
  
  - If the application is submitted to his tentatively assigned position, then his tentative assignment is finalized, i.e., he receives the position. The applicant and his assignment are removed from subsequent allocations. The process continues with the next applicant in line.
  
  - If the application is submitted to another position, say position S, then the first applicant in the queue who is tentatively assigned position S is moved to the top of the queue directly in front of the requester.

- Whenever the queue is modified, the process continues similarly: An application is submitted to the highest ranked position for the applicant at the top of the queue.
• A mutually beneficial exchange is obtained when a cycle of applications are made in
sequence, which benefits all affected applicants, e.g., A applies to B’s tentatively
assigned position, and B applies to A’s tentatively assigned position. In this case, the
exchange is completed and the applicants as well as their assignments are removed
from subsequent allocations.

• The process continues until all applicants are assigned a position.

An example

Consider for illustration purposes the following example. There are three applicants
(gray, black, and white) and three positions (A, B, and C).

• Rankings. Assume that the applicants submitted the following rankings:

  Applicant gray: rank 1 = B  rank 2 = C  rank 3 = A.
  Applicant black: rank 1 = C  rank 2 = A  rank 3 = B.
  Applicant white: rank 1 = B  rank 2 = C  rank 3 = A.

*Important: These sample rankings are chosen arbitrarily and only serve illustrational
purposes. They provide no guidance for your decision-making in the experiment!*

• Tentative assignment. Assume the following tentative assignment of positions:

<table>
<thead>
<tr>
<th>Applicant gray</th>
<th>Applicant black</th>
<th>Applicant white</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>B</td>
<td>A</td>
</tr>
</tbody>
</table>

• Queue. Assume the following queue of applicants:

  gray – black – white

Please complete the following sentences.

• The application of the first applicant in the queue is submitted to the position with rank
  1 on his ranking. That is, the application of applicant gray is submitted to position ___.

• This application is not submitted to his tentatively assigned position C. The queue is
  modified: The first applicant in the queue who is tentatively assigned position B is
  moved to the top of the queue directly in front of the requester. At the top of the queue
  is now applicant ____.
• The queue is modified:

\[ \text{gray – black – white} \]

The new queue is:

\[ \text{black – gray – white} \]

• The application of the (new) first applicant in the queue is submitted to the position with rank 1 on his ranking. That is, the application of applicant black is submitted to position ____.

• This application of applicant black is not submitted to his tentatively assigned position B. Therefore, the queue is modified: The first applicant in the queue who is tentatively assigned position C is moved to the top of the queue directly in front of the requester. At the top of the queue is now applicant ____.

• The queue is modified:

\[ \text{black – gray – white} \]

The new queue is:

\[ \text{gray – black – white} \]

• Now a cycle of applications is made in sequence and with that a mutually-beneficial exchange is obtained. The following two applicants exchange their tentatively assigned positions and are removed with their assignments from subsequent allocations:

Applicant ____ and
Applicant ____.

• Illustration of the exchange of positions:

\[ \text{B} \]

\[ \text{gray} \quad \text{black} \]

\[ \text{C} \]
Stochastic assignment

- Applicant white is the remaining applicant in the assignment process. His application is submitted to the remaining position: 

- Since applicant white has already been tentatively assigned to this position, the assignment is finalized and he gets the position. Applicant white and his position are removed from the allocation process.

- The final assignment is:

<table>
<thead>
<tr>
<th>Applicant gray</th>
<th>Applicant black</th>
<th>Applicant white</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
</tbody>
</table>
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ABSTRACT
We develop a finite random assignment model where players know either their cardinal or their ordinal preferences and may make cardinal or ordinal reports to an assignment mechanism. Under truthful reporting, we find that all mechanisms that disregard the cardinal information in players’ reports (e.g., Deferred Acceptance and Probabilistic Serial) are utilitarian inefficient, as are classic mechanisms that make use of cardinal information (e.g., Pseudo-markets). Motivated by these negative results, we introduce a “Simple Mechanism” that makes use of cardinal information “in the right way.” We establish that this mechanism is utilitarian efficient, treats equals equally, and makes truth-telling almost Bayesian incentive compatible.
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1. INTRODUCTION
Consider the problem of assigning two equally qualified doctors, Ann and Bob, to one of two medical research fellowships, at UC San Francisco and Mount Sinai Hospital in New York. Ann has prior knowledge of the colleagues at

I am grateful to Isa Hafalir, Tim Flannery, Antonio Miralles, Marek Pycia, John Wooders, Tiemen Woutersen, Yilei Zhang, and several anonymous referees for helpful comments, discussions, and insights. This paper was partially written while at University of California Los Angeles and the University of Arizona; I am grateful for their hospitality. All remaining errors are my own.
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each hospital, the location (and available activities), and the salary, and has
concluded that her value for UC San Francisco is 2, while her value for Mount
Sinai is 1. Bob, who has been traveling with Doctors without Borders for
the last few years, only knows that he strictly prefers UC San Francisco to
Mount Sinai. The question is: given these preferences, how should we assign
the fellowships to maximize social surplus/utilitarian welfare (without using
money)?\(^1\)

Our aim is to answer questions of this type. The key insight of our approach
is that Bob, like every other person, has a preference intensity, i.e., he can
like UC San Francisco a bit more than Mount Sinai or he can like it a lot
more. Thus, Bob’s ordinal preference is actually induced by a true, underlying
cardinal preference that, we suppose, he does not know. (We discuss the
reasons why a person may only know their ordinal preferences below.)

Since Bob has an underlying cardinal preference, we are able to estimate
it from his ordinal preference and are able to use this estimate to compute a
surplus maximizing assignment. For instance, if he has three possible values
for each hospital of 1, \(\frac{3}{2}\), and 2, which are equally likely, then we estimate that
his values for UC San Francisco and Mount Sinai are \(\frac{11}{6}\) and \(\frac{7}{6}\) respectively.\(^2\)
It follows that it is surplus maximizing to send Ann to San Francisco and send
Bob to New York – this assignment generates an (expected) social surplus of
\(2 + \frac{7}{6} = \frac{19}{6}\).

In this paper, we study the elicitation and estimation of preferences, as
well as their use in constructing surplus maximizing assignments, in a simple
random assignment model with a finite number of players \(N\) and a finite number
of objects \(K\). Each player may get at most one object and an assignment is
a map that tells us which players get which objects; a mixed assignment is a
lottery over assignments.

The players are Bayesians with Von-Neumann Morgenstern utilities. To
capture the idea that some know their cardinal preferences and others only
\(^1\) This paper contributes to the “random assignment literature,” which seeks to understand
how goods should be allocated when monetary transfers are not possible. This is the case,
for instance, with dorm rooms, fellowships, organs, school seats, and public programs (e.g.,
day-care and low-cost housing) where resell is impossible and other transfers to prevent
participation in the assignment and/or alter reports are illegal. (In fact, California’s Cartwright
Act would prohibit Bob from paying Ann to not apply to UC San Francisco.)
\(^2\) There are nine equally likely possible pairs of values for UC San Francisco and Mount Sinai:
(1,1), (1, \(\frac{3}{2}\)), \ldots, (2, \(\frac{2}{2}\)), and (2,2). Of these, only (\(\frac{3}{2}\),1), (2,1), and (2, \(\frac{3}{2}\)) are compatible with
Bob’s ordinal preference. Averaging these three gives (\(\frac{11}{6}\), \(\frac{7}{6}\)).
know their ordinal preferences, we suppose that nature draws a vector of “true values” for each player from a finite set of possible true value vectors. Nature then randomly determines which players observe their true values and which observe the rankings implied by their true values.

To digress, there are a number of reasons a person may only observe her ordinal preferences. For example, it may be that the objects are experience goods and, absent prior consumption, she may only gain a general ranking from the reviews and recommendations of others: a classic example is restaurants, where a Zagat’s guide or Yelp reviews only provide a general ranking and the actual dining experiences are what provide the true values; additional examples include colleges, housing, and the like. Alternatively, the objects may be complex and hard to evaluate – e.g., home mortgages, health insurance contracts, employment opportunities, retirement plans, and the like. Hence, a person may avail herself of the reviews and recommendations of others to gain a general idea of how the objects rank or, if she has access to the needed information and is sufficiently skilled, she may be able to determine her cardinal values.\(^3\) We abstract away from specifics by assuming some players are endowed with knowledge of their cardinal preferences, while others are not.

After players learn their true values or rankings, i.e., their types, they send reports to a mechanism. The mechanism takes in these reports, processes them, and then returns a mixed assignment. Subsequently, an outcome of this assignment is realized and players receive their objects. We focus on direct mechanisms for simplicity.

We are primarily concerned with interim (utilitarian) efficiency. An assignment is interim efficient if it maximizes (expected) social surplus once players know their types. A mechanism is interim efficient if it selects an interim efficient assignment (when players report truthfully).\(^4\) Interim efficiency implies interim and ex-post Pareto efficiency, as well as interim and ex-post individual rationality.

Within this framework, we first examine whether classical mechanisms –

---

\(^3\) Introspection suggests that, as a result of general reviews and rankings, a person may only get an “imprecise” estimate of her preference intensity – e.g., she may only whether one object is a bit more valuable than another or a lot more valuable – which she is unable to refine to a point estimate. In contrast, a Bayesian player always has a point estimate of her expected preference intensity. Hence, we view the Bayesian nature of players as an analytically tractable approximation of real-world estimating behavior.

\(^4\) We study incentive compatibility separately from efficiency.
Efficient random assignment e.g., Boston, Deferred Acceptance, Random Serial Dictatorship, Probabilistic Serial, and Pseudo-markets – produce efficient assignments. Some of these mechanisms make use of the cardinal information contained in players’ reports (e.g., Pseudo-markets), while others “disregard” it (e.g., Boston, Deferred Acceptance, Random Serial Dictatorship, and Probabilistic Serial).

Our first principal result is a negative one: under broad conditions – roughly, that two different, possible vectors of true values induce the same ordinal preference – any mechanism that disregards cardinal information (i.e., that only uses the ranking implied by players’ reports) is interim inefficient (see Proposition 1). This result strengthens the classical intuition that such mechanisms “may be inefficient” and implies that they only achieve the second best. The result is grounded in the fact that, when a mechanism disregards cardinal information, objects do not go to those who value them most. (We develop this intuition and those related to our other results in detail in the Illustration of Section 3.) Subsequently, we investigate whether mechanisms that make use of cardinal information are interim efficient and find that inefficiencies occur (see Examples 1 and 2).

Motivated by these negative findings, we introduce a “Simple Mechanism.” It takes in players’ ordinal and cardinal reports and then constructs estimates of their true values by treating their reports as though they were their types. It next computes $\sigma$, the set of pure assignments that maximize the sum of players’ estimated payoffs. Subsequently, it generates a mixed assignment by implementing each element of $\sigma$ with equal probability.

Our second principal result establishes that the Simple Mechanism is interim efficient and “symmetric” (see Proposition 2). The intuition for efficiency is that, under truthful reporting, the mechanism correctly estimates (expected) true values and thus maximizes social surplus. For instance, if we run it in our fellowship problem, then it generates the efficient assignment – sending Ann to San Francisco and Bob to New York – because it estimates that she values San Francisco more than he does. The Simple Mechanism’s symmetry ensures that “equals are treated equally,” i.e., if two players make the same report and have the same type, then they have the same payoff. Symmetry follows from

---

5 The magnitude of the inefficiencies can be substantial. For instance, if we run Random Serial Dictatorship for our fellowship problem, then Ann and Bob would both have a $\frac{1}{2}$ chance of ending up at either fellowship; social surplus in this assignment is only $2 + 1 + \frac{11}{6} + \frac{7}{6} = \frac{18}{6}$. Thus, the inefficiency is $\frac{1}{6}$, which is approximately 25% of the Ann and Bob’s average value for the fellowships.
the mechanism’s uniform randomization.

Since efficiency implies individual rationality, it follows that players are open to using the Simple Mechanism. The real question, then, is whether they report truthfully so that the mechanism achieves its designed ends.

Our third principal result tackles this question: we establish that the Simple Mechanism makes truth-telling (i.e., truthful reporting of one’s type) “approximately” incentive compatible. Specifically, we prove that for every $\varepsilon > 0$, no player $i$ gains more than $\varepsilon$ by lying strategically about her type to the Simple Mechanism instead of truthfully reporting it when (i) all other players report truthfully and (ii) and the number of players $N$ is large (see Proposition 3). The core intuition is that, holding the set of objects fixed, as $N$ grows, the probability $i$ can get any object decreases because of “competition” with the other players. Thus, $i$’s payoffs to lying and to telling the truth converge to her value of being unassigned from above, implying her gain from lying is less than $\varepsilon$ for large $N$.

While there are situations where supply of objects is fixed, it is often natural to think that it increases with the number of players – e.g., colleges offer more courses in response to rising enrollments. Our fourth principal result addresses this point: we establish that there is a way to grow the set of objects with $N$ via replication, while maintaining approximate incentive compatibility (see Proposition 4). The key insight is that, as $N$ grows, replication must happen sufficiently slowly so that competitive pressures are preserved.

Since strategic manipulation is often costly – in terms of effort and time – our results imply that the Simple Mechanism makes truth-telling a Nash equilibrium. This, along with efficiency and symmetry, suggest that the Simple Mechanism may be a good mechanism to employ in situations where there is substantial demand for objects – as might be the case in the assignment of prime university housing or courses, in the awarding of grants or fellowships, in the allocation of slots in programs for free/subsidized day-care or housing, in the apportionment of prime employee parking spots or offices, or even in the distribution of kidneys and other organs.

The rest of this section surveys the related literature. Section 2 describes the model. Section 3 illustrates our results via an example and discusses the intuition behind them. Section 4 gives Proposition 1 and Examples 1 and 2. Section 5 describes the Simple Mechanism and gives Propositions 2 to 4. All proofs are provided in the Appendix and the Online Appendix collects supplemental results.
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RELATED LITERATURE

We make three contributions to the modern random assignment literature. First, we allow players to know either their ordinal or cardinal preferences. Second, we strengthen a classic intuition by showing that all mechanisms that disregard cardinal information must be interim inefficient. Third, and most importantly, we show that efficiency can be recovered in an approximately incentive compatible fashion by giving a new, Simple Mechanism.

Regarding the first contribution, in the random assignment literature either (i) all players know their own cardinal preferences (e.g., Bu (2014), Budish (2011), Hafalir & Miralles (2014), He et al. (2018), and Hylland & Zeckhauser (1979)) or (ii) all players know their own ordinal preferences (e.g., Abdulkadiroglu & Sonmez (1998), Bogomolnaia & Moulin (2001), Kasajima (2013), Liu & Pycia (2016), Nicolo & Rodriguez-Alvarez (2013), and Sonmez & Unver (2010)). We view this polarity as artificial – since, in practice, some people know more about their preferences than others – and we show one way to dispense with it.

Regarding the second contribution, there is a classic intuition in the random assignment literature: mechanisms that disregard cardinal information may be (interim) inefficient (e.g., Abdulkadiroglu et al. (2008)). We strengthen this intuition by giving broad conditions under which these mechanisms must be inefficient. In this capacity, our work is closely related to the work of Pycia (2011). Pycia establishes that any ordinal, symmetric, regular, Pareto efficient, and asymptotically strategy-proof mechanism is inefficient. Our relative contribution is to remove many of these qualifiers and cleanly identify the source of the inefficiency.

Our (interim) inefficiency result complement those of Che & Tercieux (2013) and Zhou (1990). Che and Tercieux show that the ex-ante per-capita utilitarian inefficiency of Pareto efficient mechanisms converges to zero as the number of players (and objects) goes to infinity. In light of this, our inefficiency result implies that the ex-ante per-capita utilitarian inefficiency must be strictly positive outside of the limit when a mechanism disregards

6 An ordinal mechanism is one that only accepts ordinal reports, while a regular mechanism is one where, when the number of players is large, no small group of players can “substantially impact the allocations of other...” players (Liu & Pycia, 2016, 3). In addition, a mechanism is asymptotically strategy-proof when, for each ε > 0, players do not gain for than ε from lying when (i) all other players tell the truth, (ii) all players’ types are known, and (iii) the number of players is large.
cardinal information. Zhou identifies a parallel source of inefficiency: the interaction of strategy-proofness and symmetry. Together, our results enrich the literature’s understanding of when inefficiencies occur.

Regarding the third contribution, the Simple Mechanism is most closely related to the work of Nguyen et al. (2014). Nguyen et al. develop a random assignment model where players can acquire more than one object. They assume that players know their cardinal preferences and develop a mechanism based on a linear programming problem that maximizes social surplus subject to the constraint that the assignment be envy-free. They show that their mechanism is (approximately) constrained efficient and is asymptotically strategy-proof when the programming problem has a unique solution. Our relative contribution is to give the Simple Mechanism, which is always unconstrained efficient and always has economically compelling truth-telling properties.\(^7\)

The Simple Mechanism is further related to the work of Budish (2011). Budish studies (in passing) a “utilitarian” mechanism that solicits players cardinal reports and assigns objects to maximize utilitarian surplus, using an environment where cardinal preferences are known.\(^8\) Unlike the Simple mechanism, Budish’s mechanism does not randomize. He concludes that this mechanism is “manipulable” in the sense that a player may always have an incentive to lie; this conclusion extends to the Simple Mechanism (and we discuss it in the Illustration of Section 3). Our relative contribution is to show that the gains to manipulation shrink as competition intensifies due to growth in the number of players.

2. THE MODEL

To rigorously study efficient assignment, we need to pin down the economic environment and introduce a few definitions concerning efficiency and incentive compatibility.

ECONOMIC ENVIRONMENT  
There is a finite set of players \(N = \{1, \ldots, N\}\) and a finite set of objects \(O = \{1, \ldots, K\}\), where \(N\) and \(K\) are positive integers. We write \(i\) for the \(i\)-th player and \(o\) for the \(o\)-th object. Each player may be assigned to an object or

\(^7\) Note, however, that the Simple Mechanism may not be envy-free – e.g., in the efficient assignment of our fellowship example, Bob wants Ann’s position.

\(^8\) The thrust of Budish (2011) is the introduction of an “approximate Pseudo-market” mechanism, which is Pareto efficient and “almost envy-free,” but need not be interim efficient or symmetric.
may be unassigned, and each object may be assigned to at most one player. We adopt the convention that a player is unassigned if she is assigned to the “null” item \( \eta \) and write \( \emptyset' = \emptyset \cup \{ \eta \} \). A pure assignment \( \phi \) is a function that specifies each player’s assignment, i.e., \( \phi : \mathcal{N} \to \emptyset' \) such that, for each \( i \in \mathcal{N} \) and each \( o \in \emptyset' \), \( \phi(i) = o \iff \phi^{-1}(o) = i \), where \( \phi^{-1} \) is the inverse of \( \phi \).

We write \( \Phi \) for the finite set of all pure assignments and we index the elements of this set from 1 to \( |\Phi| \), where \( |\cdot| \) gives the cardinality of a set. Let \( \Delta \Phi = \{(x_1, \ldots, x_{|\Phi|}) \in \mathbb{R}_{+}^{|\Phi|} \mid \sum_{j=1}^{|\Phi|} x_j = 1\} \) be the set of probability distributions on \( \Phi \). A \( \tilde{\phi} = (\tilde{\phi}_1, \ldots, \tilde{\phi}_{|\Phi|}) \in \Delta \Phi \) specifies a lottery over pure assignments where the \( l \)-th pure assignment is realized with probability \( \tilde{\phi}_l \); the lottery is independent of all other randomness. We refer to \( \tilde{\phi} \) as a mixed assignment. The support of \( \tilde{\phi} = (\tilde{\phi}_1, \ldots, \tilde{\phi}_j, \ldots, \tilde{\phi}_{|\Phi|}) \) is \( \{ \phi_j \in \Phi | \tilde{\phi}_j > 0 \} \), i.e., the set of pure assignments on which it places non-zero probability.

We have in mind that some players know their cardinal values for objects and for being unassigned, while other players only know their ordinal preferences. To model this, we suppose that each player has a “true (monetary) value” for each object and for being unassigned. We only allow certain players to observe their true values. The other players observe binary relations that are “consistent” with their true values. Nature randomly decides which players observe their true values. For simplicity, the true values are independently and identically distributed and each player has the same chance of observing her true values.\(^9\)

Specifically, for each player \( i \), let \( v_i = (v_{\eta i}, v_{1i}, v_{2i}, \ldots, v_{Ki}) \) denote the vector of \( i \)'s true values over \( \eta \) and the objects in \( \emptyset \), where \( v_{\eta i} \) is \( i \)'s value of \( \eta \), \( v_{1i} \) is \( i \)'s value of object 1, \( v_{2i} \) is \( i \)'s value of object 2, and so on. These values are drawn by nature from a finite set \( \mathcal{V} \subset \mathbb{R}^{K+1} \) according to probability mass function \( f_v(v_i) \), where \( f_v: \mathcal{V} \to (0,1] \) such that \( \sum_{v \in \mathcal{V}} f_v(v) = 1 \); the draw is independent of all other randomness. These values are monetary in nature and are nontransferable (due to institutional, legal, ethical, or other constraints).

Let \( \mathcal{B} \) be the set of all complete, transitive, and reflexive binary relations on \( \emptyset' \). We say that a \( \preceq \in \mathcal{B} \) is consistent with a \( v = (v_\eta, v_1, v_2, \ldots, v_K) \) if \( v_o \preceq v_{o'} \iff o \preceq o' \) and \( v_o \npreceq v_{o'} \iff o \npreceq o' \) for all \( o \) and \( o' \) in \( \emptyset' \). That is,

\(^9\) In the Online Appendix, we show that our results generalize to an environment where players have correlated true values, as well as arbitrary (and possibly correlated) knowledge of their true values.
\( \preceq \) is consistent with \( v \) if it is the ordinal preference of a decision maker whose true values are \( v \). We also say that \( v \) is consistent with \( \preceq \) if \( \preceq \) is consistent with \( v \). Let \( B' = \{ \preceq \in B \mid \preceq \) is consistent with a \( v \in V \} \) be the subset of \( B \) whose binary relations are consistent with the values in \( V \); we work principally with \( B' \).

\textbf{Lemma 1.} The Consistency Relationship. 

\textit{For each} \( v \in V \), \textit{there is a unique consistent} \( \preceq \in B'(v) \). \textit{However, for each} \( \preceq \in B' \), \textit{there may be multiple consistent valuations in} \( V \).

For each player \( i \), let \( \preceq_i \) denote the element of \( B'(v) \) that is consistent with her true values \( v_i \). After nature draws \( v_i \), nature either reveals it to player \( i \) with probability \( \alpha \in [0, 1] \) or nature reveals \( \preceq_i \) with probability \( 1 - \alpha \); the lottery is independent of all other randomness. If \( i \) observes \( v_i \), then she knows her cardinal preferences; however, if she observes \( \preceq_i \), then she only knows her ordinal preferences.

Let \( \theta_i \) denote nature’s report to player \( i \), which we refer to \( i \)’s type. Let \( \Theta = V \cup B' \) denote the set of types. The probability \( i \) gets type \( \theta_i \) is,

\[
\Pr(\theta_i) = \begin{cases} 
\alpha f_v(\theta_i) & \text{if } \theta_i \in V \\
(1 - \alpha) \sum_{v \in I(\theta_i)} f_v(v) & \text{if } \theta_i \in B',
\end{cases}
\]

where \( I(\theta_i) = \{ v \in V \mid v \text{ is consistent with } \theta_i \} \). Let \( \theta = (\theta_1, \ldots, \theta_N) \) denote the profile of players’ types. Due to independence, the probability of \( \theta \) is \( \Pr(\theta) = \Pi_{i=1}^N \Pr(\theta_i) \). When \( \alpha \in (0, 1) \), all type profiles occur with strictly positive probability because \( f_v > 0 \).

After each player observes her type, she makes a report about her preferences to an assignment mechanism, which processes the reports and generates a (mixed) assignment; we focus on direct mechanisms for simplicity. Let \( r_i \in \Theta \) denote the report of player \( i \) and \( r = (r_1, \ldots, r_N) \) denote the profile of players’ reports. Formally, a \textit{mechanism} is a \( M : \Theta^N \rightarrow \Delta \Phi \). After the mechanism generates its mixed assignment, the outcome of the assignment is realized and players receive their objects and their corresponding true values.

The players are Bayesians who have Von-Neumann Morgenstern utility. Thus, when player \( i \) gets type \( \theta_i \) and makes her report, her expected true value

\[\text{10} \frac{\Pr(\theta_i \in V)}{\sum_{v \in I(\theta_i)} f_v(v)} \]

If \( \theta_i \in V \), then nature must have drawn \( \theta_i \) for player \( i \) and revealed it to her, an event of probability \( \alpha f_v(\theta_i) \). If \( \theta_i \in B' \), then nature must have drawn a vector \( v \) of true values that are consistent with \( \theta_i \) and must not have revealed \( v \) to \( i \), an event of probability \( (1 - \alpha) \sum_{v \in I(\theta_i)} f_v(v) \).
vector is,\(^{11}\)

\[ v_i^\dagger = (v_{\eta i}^\dagger, v_{\theta_1}^\dagger, \ldots, v_{\theta_o}^\dagger, \ldots, v_{\theta_K}^\dagger) = \begin{cases} \theta_i & \text{if } \theta_i \in \mathcal{V} \\ \sum_{v \in I(\theta_i)} v \sum_{v' \in I(\theta_i)} f_v(v') & \text{if } \theta_i \in \mathcal{B}'. \end{cases} \quad (2) \]

And her payoff, denoted \( u_i(\cdot | \theta_i) \), is,

\[ u_i(o | \theta_i) = v_{\eta o}^\dagger \text{ for each } o \in \mathcal{O}'. \]

In abuses of notation, (i) we write \( u_i(\phi | \theta_i) = u_i(\phi(i) | \theta_i) \) for \( i \)'s payoff to the pure assignment \( \phi \) and (ii) we write \( u_i(\bar{\phi} | \theta_i) = \sum_{j=1}^{\lvert \Phi \rvert} u_i(\phi_j | \theta_i) \bar{\phi}_j \) for \( i \)'s payoff to in the mixed assignment \( \bar{\phi} = (\bar{\phi}_1, \ldots, \bar{\phi}_{\lvert \Phi \rvert}) \).

**Efficiency and Truthful Reporting**

We introduce three definitions to formalize our efficiency and incentive compatibility notions. Our first pair of definitions concerns the efficiency of assignments and mechanisms.

Given a profile of players’ types \( \theta = (\theta_1, \ldots, \theta_N) \in \Theta^N \), we say that the (mixed) assignment \( \bar{\phi}^* \) is **interim efficient** if it solves \( \max_{\bar{\phi} \in \Delta \Phi} \sum_{i \in \mathcal{N}} u_i(\bar{\phi} | \theta_i) \), i.e., if it maximizes utilitarian welfare after nature has endowed types but before all uncertainty about true values has been resolved. If \( \bar{\phi}^* \) is not interim efficient, we say it is **interim inefficient**.

An interim efficient (mixed) assignment \( \bar{\phi}^* \) is also “interim” (“ex-post”) Pareto efficient, i.e., there is no other pure assignment that leaves all players weakly better off and one player strictly better off before (after) all uncertainty about true values has been resolved.\(^{12}\) Interim and ex-post Pareto efficiency imply that \( \bar{\phi}^* \) is also “individually rational,” i.e., each player gets an element of \( \mathcal{O}' \) she likes at least as much as \( \eta \) both before and after all uncertainty about true values is resolved.\(^{13}\) In addition, when \( \mathcal{V} \) contains only “strict value

\(^{11}\)There are only two types of zero probability events, (i) \( \alpha = 0 \) and \( i \) observes a type \( \theta_i \in \mathcal{V} \), and (ii) \( \alpha = 1 \) and \( i \) observes a type \( \theta_i \in \mathcal{B}' \). If (i), then we assume that \( \theta \) is actually \( i \)'s vector of true values. If (ii), then we assume that \( i \)'s true value is drawn from \( I(\theta) \) with probability \( \sum_{v \in I(\theta)} f_v(v) \) for each \( v \) therein. The display equation embeds both of these natural assumptions.

\(^{12}\)It is evident that interim efficient implies interim Pareto efficiency; we establish that it also implies ex-post Pareto efficiency in the Online Appendix.

\(^{13}\)The individual rationality criterion reflects the idea that each player does weakly better by participating in the assignment instead of opting out and getting \( \eta \) with certainty.

*Journal of Mechanism and Institution Design* 3(1), 2018
vectors,\textsuperscript{14} then $\tilde{\phi}^*$ is “ordinally efficient” by Bogomolnaia & Moulin (2001) Lemma 2.

Since payoffs are continuous in the mixed assignment and the set of mixed assignments is compact, the Extreme Value Theorem applies and guarantees the existence of an interim efficient assignment. We have thus proved the following result.

**Lemma 2.** Existence of an Interim Efficient Assignment.

*For each $\theta \in \Theta^N$, there is an interim efficient mixed assignment $\tilde{\phi}^*$.*

We say that a mechanism $M$ is **interim efficient** if $M(\theta)$ is an interim efficient (mixed) assignment for each profile of types $\theta \in \Theta^N$. In other words, an interim efficient mechanism is one that always selects an interim efficient assignment when the players truthfully report their types. Such a mechanism inherits the interim and ex-post Pareto efficiency of interim efficient assignments, as well as their ordinal efficiency and individual rationality. If $M$ not interim efficient, we say that $M$ is **interim inefficient**.

Our third definition concerns players’ incentives to truthfully report their types to a mechanism. For player $i$, let $U^M_i(r_i|\theta_i)$ denote $i$’s payoff to reporting $r_i \in \Theta$ to the mechanism $M$ given her type $\theta_i$, when all other players truthfully report their types $\theta_{-i} = (\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_N)$, i.e.,

$$U^M_i(r_i|\theta_i) = \sum_{\theta_{-i} \in \Theta^{N-1}} u_i(M(r_i, \theta_{-i})|\theta_i) \Pr(\theta_{-i}),$$

where $\Pr(\theta_{-i}) = \Pi_{j \neq i} \Pr(\theta_j)$ is the probability of $\theta_{-i}$.

For each $\varepsilon > 0$, a mechanism $M$ is **$\varepsilon$-Bayesian incentive compatible** if, for each player $i$ and each type $\theta_i \in \Theta$, $i$ does not gain more than $\varepsilon$ from lying strategically when everyone else tells the truth, i.e., if $\max_{r_i \in \Theta} U^M_i(r_i|\theta_i) \leq U^M_i(\theta_i|\theta_i) + \varepsilon.\textsuperscript{15}$ Since it is often costly – in terms of effort and time – for a person to formulate a strategic manipulation, $\varepsilon$-Bayesian incentive compatibility is a compelling truth-telling notion when $\varepsilon$ is small – as then the gains

\textsuperscript{14} That is, $(v_\eta, v_1, \ldots, v_K) \in \mathcal{V} \implies v_o \neq v_o'$ for any two distinct elements $o$ and $o'$ of $\Theta'$.

\textsuperscript{15} The $\varepsilon$-Bayesian incentive compatibility truth-telling notion is weaker than other classical truth-telling notions, including: (i) “strategy-proofness,” which requires players find truth-telling optimal when they know each other’s types, and (ii) “Bayesian incentive compatibility,” which requires that $\varepsilon$-Bayesian incentive compatibility hold for $\varepsilon = 0$. It is, however, similar in spirit to other “approximate” truth-telling notions such as “strategy-proofness in the large” (Azevedo & Budish, 2018) and “asymptotic strategy-proofness” (Liu & Pycia, 2016).
from manipulation are less than the (implicit) costs of manipulation. Hence, truth-telling is a Nash equilibrium of the reporting phase.

3. ILLUSTRATION

To illustrate our approach and give intuition to our core results, consider a simple example with three players, labeled 1 to 3, and two objects, labeled \( o \) and \( o' \).\(^{16}\) Let the chance nature reveals a true value be \( \alpha = \frac{1}{2} \), let \( V \) have five elements – \((v_{\eta}, v_o, v_{o'}) = (1, 3, 2)\), \((v_{\eta}, v_o, v_{o'}) = (1, 5, 3)\), \((v_{\eta}, v_o, v_{o'}) = (2, 3, 0)\), \((v_{\eta}, v_o, v_{o'}) = (3, 4, 1)\), and \((v_{\eta}, v_o, v_{o'}) = (1, 6, 7)\) – and let each element be equally likely, i.e., \( f_v = \frac{1}{5} \).

**Type, Payoffs, and an Interim Efficient Assignment**

Suppose the players’ types are given by Table 3.1(a). So, players 1 and 2 learn their cardinal preferences and thus their payoffs, which are \( u_1(y) = \frac{1}{2}(y = \eta) + 3\frac{1}{2}(y = o) + 2\frac{1}{2}(y = o') \) and \( u_2(y) = \frac{1}{2}(y = \eta) + 5\frac{1}{2}(y = o) + 3\frac{1}{2}(y = o') \) respectively.\(^{17}\) Player 3 only learns her ordinal preference. Since \((v_{\eta}, v_o, v_{o'}) = (2, 3, 0)\) and \((v_{\eta}, v_o, v_{o'}) = (3, 4, 1)\) are the only true values consistent with 3’s type and since all types are equally likely, her expected true values are

\[
\frac{1}{5} \frac{1}{2}(2, 3, 0) + \frac{1}{5} \frac{1}{2}(3, 4, 1) = \left( \frac{5}{2}, \frac{7}{2}, \frac{1}{2} \right),
\]

and her payoff is \( u_3(y) = \frac{5}{2} \frac{1}{2}(y = \eta) + \frac{7}{2} \frac{1}{2}(y = o) + \frac{1}{2} \frac{1}{2}(y = o'). \)

\(^{16}\) We refer to the objects as \( o \) and \( o' \) to avoid confusion with player names.

\(^{17}\) We write \( \mathbb{1}(\{\text{event}\}) \) for the classic indicator function, which equals one when event is true and equals zero otherwise. In addition, we suppress the dependency of payoffs on type for expositional simplicity.
In the corresponding interim efficient assignment, player 1 gets \( o' \), player 2 gets \( o \), and player 3 gets \( \eta \) (i.e., 3 is left unassigned). Simply, its surplus maximizing to give objects to those who value them most, so: (i) the fact player 2 has the highest value for \( o \) (among all the players) implies it is efficient for her to get it and, given this, (ii) the facts players 1 and 3 have highest values for \( o' \) and \( \eta \) respectively (among all the remaining players) imply it is efficient they be assigned these items.

**Recommendations of Classic Mechanisms**

Many classic mechanisms do not suggest the interim efficient assignment (when players report truthfully). For instance, Deferred Acceptance with Uniform Tie-Breaking, as well as Random Serial Dictatorship and Top Trading Cycles with Random Endowments, yield the mixed assignment in Table 3.1(b).\(^{18}\) This assignment is interim inefficient: its social surplus is \( \frac{25}{3} \approx 8.33 \), while the social surplus of the interim efficient assignment is \( \frac{19}{2} = 9.5 \), for an inefficiency of \( \frac{7}{6} \).\(^{19}\)

Intuitively, these mechanisms do not generate the interim efficient assignment because they “disregard cardinal information” and thus do not award objects to the players who value them most. To illustrate, consider Deferred Acceptance with Uniform Tie-Breaking. This mechanism consumes players reports and then, on behalf of each player, it “proposes” to the player’s most-preferred element in \( O' \). Each object then accepts one of its proposals, breaking ties at random; the object is then assigned to the player whose proposal it accepted. (Players who propose to \( \eta \) are always assigned to it.) Afterwards, the mechanism re-proposes on behalf of each player whose proposal was rejected

---

\(^{18}\) Deferred Acceptance traces its origins back to the classical “marriage market” of Gale & Shapley (1962), and finds more recent treatments in Abdulkadiroglu et al. (2011) and Roth & Sotomayor (1990); we describe it below. The Random Serial Dictatorship mechanism randomly orders players according to a uniform distribution, and then assigns the first her most-preferred element in \( O' \), the second her most preferred element among the remaining elements, and so on. Abdulkadiroglu & Sonmez (1998) establish that the mixed outcome of Random Serial Dictatorship is the same as under Top Trading Cycles with Random Endowments. This latter mechanism endows players randomly with objects or \( \eta \) and asks them to “point” to their most preferred objects, a cycle of the implied graph is then found and its trades implemented as assignments; the process repeats until there are no cycles left. Top Trading Cycles traces its origins back to Shapley & Scarf (1974), and finds modern treatments in Abdulkadiroglu & Sonmez (2003) and Roth et al. (2004).

\(^{19}\) While this inefficiency is small, inefficiencies in general can be quite large – e.g., if we multiply the true values by \( \alpha > 1 \), then the inefficiency is \( \frac{7}{6} \alpha \).
to one of the remaining objects or $\eta$. The process concludes once all players are assigned to an object or $\eta$.

Since the three players initially propose to object $o$, there is a $\frac{1}{3}$ chance each gets it due to $o$’s uniform tie-breaking. Thus, the mixed assignment’s outcome is inefficient $2/3$-ths of the time.\footnote{The mixed assignment in Table 3.1(b) results from this tie-breaking. If player 1 wins $o$, then player 2 proposes to $o'$ and player 3 proposes to $\eta$ in the next round. Since both proposals are accepted, the assignment in the first row of Table 3.1(b) is obtained. If 2 wins $o$, then 1 proposes to $o'$ and 3 proposes to $\eta$ in the next round, so the assignment in the second row of Table 3.1(b) is obtained. If 3 wins $o$, then 1 and 2 both propose to $o'$ in the next round, with the loser proposing to $\eta$ in the third round, so the assignments in the last two rows of Table 3.1(b) are obtained. The probabilities of each pure assignment in Table 3.1(b) are product of the respective tie-breaking events.} The root of the inefficiency lies in the fact that $o$ ignores players’ expected true values when deciding which proposal to accept. Instead, if $o$ broke ties in favor of higher values for itself, then (i) it would go to player 2 in the initial round and, in the second round, (ii) $o'$ would go to player 1 and $\eta$ would go to player 3. Thus, the interim efficient assignment would obtain with certainty.

This leads us to a classical conclusion of the random assignment literature: mechanisms that disregard cardinal information “can be” interim inefficient. In Proposition 1, we layout broad conditions which strengthen this conclusion and transform “can be” into “must be.” Roughly, these conditions stipulate that (i) there are a sufficient number of players and (ii) that $\mathcal{V}$ contains two different, possible vectors of true values that induce the same ordinal preference. We thus obtain the following observation.

**Observation 1.** Mechanisms that disregard cardinal information are interim inefficient.

One might think that the inefficiency problem is limited only to mechanisms that disregard cardinal information. In Section 4, we show that this is not the case by establishing that classic mechanisms that use cardinal information, like Pseudo-markets, are also interim inefficient. The broad intuition is that mechanisms often use cardinal information in ways that are unrelated to social surplus maximization.

**The Simple Mechanism**

Motivated by Observation 1, we introduce the “Simple Mechanism,” which is formally described in Section 5. In this mechanism, players submit either cardinal or ordinal reports. The mechanism uses these reports to construct an
estimate of each player’s payoffs. It does this by treating a player’s report as her type and computing her expected true values: specifically, (i) if a player submits a cardinal report \( r \), then the mechanism estimates her expected true values are \( r \), and if a player submits an ordinal report \( r \), then the mechanism estimates her expected true values are \( \sum_{v \in I(r)} (v f_v(v)/\sum_{v' \in I(r)} f_v(v')) \). The mechanism then computes the set of pure assignments \( \sigma \) that maximizes the sum of these estimated payoffs (i.e., maximize its estimate of social surplus) and it selects one of these assignments to implement with uniform probability.

To illustrate how the Simple Mechanism works, suppose the players truthfully report their types from Table 3.1(a). Then the mechanism estimates players 1 and 2 have payoffs of \( \hat{u}_1(y) = 1I(y = \eta) + 3I(y = o) + 2I(y = o') \) and \( \hat{u}_2(y) = 1I(y = \eta) + 5I(y = o) + 3I(y = o') \) respectively since they make cardinal reports. Since player 3 submits an ordinal report \( r_3 \), the mechanism first determines that \( I(r_3) = \{(2,3,0),(3,4,1)\} \) and estimates her expected true values are \( \frac{\partial}{\partial y} \sum_{v \in I(\theta_3)} (v f_v(y)/\sum_{v' \in I(\theta_3)} f_v(y')) \) and her payoff is \( \hat{u}_3(y) = \frac{5}{2}I(y = \eta) + \frac{7}{2}I(y = o) + \frac{3}{2}I(y = o') \). The mechanism then solves \( \max_{\phi \in \Phi} \sum_{i \in \{1,2,3\}} \hat{u}_i(\phi(i)) \) and concludes that the unique solution is for player 1 to get \( o' \), player 2 to get \( o \), and player 3 to get \( \eta \). And it implements this solution with certainty.

The interim efficiency of this solution is by design: when players tell the truth, the Simple Mechanism correctly estimates their payoffs and thus maximizes social welfare when it maximizes the sum of their estimated payoffs. This leads to our second observation, which we formalize in Proposition 2.

**Observation 2.** The Simple Mechanism is interim efficient.

It follows that the Simple Mechanism is also interim and ex-post Pareto efficient, as well as individually rational. Nevertheless, the Simple Mechanism may be inefficient when players lie. To see this, suppose player 3 misreports her preference and states that \( o' \) is most preferred, \( o \) is second most preferred, and \( \eta \) is least preferred. Then, the mechanism estimates her payoff is \( \hat{u}_3(y) = 1I(y = \eta) + 6I(y = o) + 7I(y = o') \), maximizes \( \hat{u}_1 + \hat{u}_2 + \hat{u}_3 \), and concludes that there is a unique solution: assign \( \eta \) to player 1, assign \( o \) to player 2, and assign \( o' \) to player 3. This solution is clearly interim inefficient.

A positive feature of the Simple Mechanism is that it is “symmetric,” i.e., it treats equals equally. To illustrate, suppose Table 3.1(c) gives the players’ types, instead of Table 3.1(a); so, players 1 and 2 now have the same cardinal preference. Then, under truthful reporting, the Simple Mechanism computes
that there are two assignments in $\sigma$: (i) 1 gets $o$, 2 gets $o'$, and 3 gets $\eta$ and (ii) 1 gets $o'$, 2 gets $o$, and 3 gets $\eta$. Since it mixes over these assignments with equal probability, players 1 and 2 both have a $\frac{1}{2}$ chance of getting $o$ or $o'$ and thus have the same payoff.

The intuition straightforward. Since players 1 and 2 have the same payoff function, it is always possible to have them exchange objects while retaining efficiency. Thus, for every assignment in $\sigma$ where player 1 does better than player 2 by an amount $\delta$, there is a second assignment in $\sigma$ where 2 does better than 1 by $\delta$. Since the Simple Mechanism randomizes uniformly over $\sigma$, both players have the chance of getting the better or worse assignment and thus have the same payoff. This leads us to our third observation, which we formalize in Proposition 2.

**Observation 3.** When two players have the same preferences and report truthfully, then they have the same payoff to the Simple Mechanism.

There is a question of whether players want to tell the truth to the Simple Mechanism. Unfortunately, truth-telling is neither strategy-proof nor Bayesian incentive compatible. To illustrate the lack of Bayesian incentive compatibility (and thus the lack of strategy-proofness), it helps to simplify the example by assuming that there are only two players, 1 and 2, that $\alpha = 1$, and that $V$ contains two equally likely elements $(v_\eta, v_o, v_{o'}) = (1, 5, 3)$ and $(v_\eta, v_o, v_{o'}) = (1, 3, 2)$, which we label $A$ and $B$ respectively. Focus on player 1 and suppose her type is $B$.

First, consider player 1’s payoff to truth-telling, i.e., reporting she is a type $B$, when player 2 tells the truth. If player 2 is a type $A$, then the Simple Mechanism gives 2 object $o$ and gives 1 object $o'$. If player 2 is type $B$, then the Simple Mechanism computes there are two assignments in $\sigma$: (i) 1 gets $o$ and 2 gets $o'$ and (ii) 1 gets $o'$ and 2 gets $o$; so, player 1 gets $o$ half of the time and gets $o'$ the other half of the time. Hence, player 1’s payoff to truth-telling is $\frac{1}{2} \cdot 2 + \frac{1}{2} \cdot (\frac{1}{2} \cdot 3 + \frac{1}{2} \cdot 2) = \frac{9}{4}$.

Second, consider player 1’s payoff to lying, i.e., reporting she is a type $A$, when player 2 tells the truth. If player 2 is a type $A$, then the Simple Mechanism computes that there are two assignments in $\sigma$: (i) 1 gets $o$ and 2 gets $o'$ and (ii) 1 gets $o'$ and 2 gets $o$; so, player 1 gets $o$ half of the time and gets $o'$ the other

---

21 Strategy-proofness implies Bayesian incentive compatibility because the former requires truth-telling be optimal for each possible profile of types, whereas the latter integrates across type profiles.
half of the time. If player 2 is type $B$, then the Simple Mechanism concludes that it is best to give $o$ to 1 and give $o'$ to 2. Hence, player 1’s payoff to lying is $\frac{1}{2} \left( \frac{1}{2} 3 + \frac{1}{2} 2 \right) + \frac{1}{2} 3 = \frac{11}{4}$.

Player 1’s gain to lying is thus $\frac{1}{2} = \frac{11}{4} - \frac{9}{4}$. Intuitively, this gain is positive because the Simple Mechanism awards objects to those it thinks value them most. Thus, if player 1 does not report the highest value for $o'$, then she will not get it with positive probability. Since player 1 knows this and knows she has the lowest value for $o'$, she finds it best to lie and misreport her type.

Importantly, player 1’s gain to lying decreases as the number of truth-telling players $N - 1$ grows. To see this, let $A_l$ be the event that there are $l$ players (aside from player 1), who report type $A$, i.e., $A_l = \{ \theta_{-1} | \theta_{-1} \text{ specifies } l \text{ players have type } A \}$. We can then write 1’s payoff to reporting $r_1$ as

$$U_{1}^{MS}(r_1|B) = \sum_{l=0}^{N-1} \sum_{\theta_{-1} \in A_l} u_1(M_S(r_1, \theta_{-1})|B) \Pr(\theta_{-1}),$$

where $M_S$ denotes random assignment selected by the Simple Mechanism. It is straightforward to compute the value of $u_1(M_S(r_1, \theta_{-1})|B)$ on each set $A_l$:

- For $l = 0$ and all $\theta_{-1}$ in $A_l$, we have

$$u_1(M_S(r_1, \theta_{-1})|B) = \begin{cases} 
3 & \text{if } r_1 = A \\
\frac{3}{N} + \frac{2}{N} + 1(1 - \frac{2}{N}) = 1 + \frac{3}{N} & \text{if } r_1 = B. 
\end{cases}$$

Since type $A$'s value both $o$ and $o'$ strictly more than type $B$'s, the Simple Mechanism gives $o$ and $o'$ to players who report type $A$ in order to maximize its estimate of social surplus. Thus, (i) if player 1 reports $A$, then she gets $o$ since there are no other type $A$ players, and (ii) if she reports $B$, then she gets $o'$ with probability $\frac{1}{N}$, $o$ with probability $\frac{1}{N}$, and $\eta$ with probability $\left(1 - \frac{2}{N}\right)$.\(^{23}\)

\(^{22}\)Ehlers et al. (2014) leverage an analogous intuition to show that every mechanism that awards objects based on cardinal information is not Bayesian incentive compatible in finite assignment environments.

\(^{23}\)These probabilities come from a counting exercise. There are $\binom{N}{1} \binom{N-1}{1}$ ways to distribute the two objects to the $N$ players who report $B$. Thus, if player 1 has $o$ (or $o'$), there are $\binom{N-1}{1}$ ways to distribute $o'$ ($o$) to the other players. Since all assignments in $\sigma$ are equally likely, the probability player 1 gets $o$ ($o'$) is $\binom{N-1}{1}/(\binom{N}{1} \binom{N-1}{1}) = \frac{1}{N}$. Since player 1 gets $\eta$ if she does not get $o$ or $o'$, the probability of $\eta$ is $1 - \frac{2}{N}$. (The counting exercises for all subsequent bullets are analogous and omitted.)
• For \( l = 1 \) and all \( \theta_{-1} \) in \( A_1 \), we have

\[
u_1(M_S(r_1, \theta_{-1})|B) = \begin{cases} 
\frac{3}{2} + \frac{2}{2} = \frac{5}{2} & \text{if } r_1 = A \\
\frac{2}{N-1} + 1(1 - \frac{1}{N-1}) = 1 + \frac{1}{N-1} & \text{if } r_1 = B.
\end{cases}
\]

If \( r_1 = A \), then the Simple Mechanism assigns both objects to the two \( A \) reporters, implying that player 1 has an equal chance of getting either object. If \( r_1 = B \), then because the player who truthfully reports \( A \) always gets \( o \), the chance player 1 gets \( o' \) is \( \frac{1}{N-1} \).

• For \( l \geq 2 \) and all \( \theta_{-1} \) in \( A_1 \), we have

\[
u_1(M_S(r_1, \theta_{-1})|B) = \begin{cases} 
\frac{1}{l+1} 3 + \frac{1}{l+1} 2 + (1 - \frac{2}{l+1}) 1 = 1 + \frac{1}{l+1} 3 & \text{if } r_1 = A \\
1 & \text{if } r_1 = B.
\end{cases}
\]

If \( r_1 = A \), then player 1 gets \( o \) with probability \( \frac{1}{l+1} \), \( o' \) with probability \( \frac{1}{l+1} \), and \( \eta \) with probability \( (1 - \frac{2}{l+1}) \). If \( r_1 = B \), then player 1 gets \( \eta \) because \( o \) and \( o' \) go to the \( A \) reporters.

Hence,

\[
U^{M_S}_1(r_1|B) = \begin{cases} 
3 \Pr(A_0) + \frac{3}{4} \Pr(A_1) + \sum_{l=2}^{N-1} \left( 1 + \frac{3}{l+1} \right) \Pr(A_l) & \text{if } r_1 = A \\
(1 + \frac{3}{N}) \Pr(A_0) + \left( 1 + \frac{1}{N-1} \right) \Pr(A_1) + \sum_{l=2}^{N-1} \Pr(A_l) & \text{if } r_1 = B,
\end{cases}
\]

where, due to the independence of players’ types, \( \Pr(A_l) = \sum_{\theta_{-1} \in A_l} \Pr(\theta_{-1}) = \binom{N-1}{l} \frac{1}{2}^{N-1} \).\(^{24}\) Observe that \( U^{M_S}_1(r_1|B) \) is greater than one and decreases to one as \( N \) grows large.\(^{25}\) Thus, for each \( \varepsilon > 0 \), there is a finite \( \bar{N} > 0 \) such that \( 1 < U^{M_S}_1(A|B) \leq 1 + \varepsilon \) and \( 1 < U^{M_S}_1(B|B) \leq 1 + \varepsilon \) when there are at least \( \bar{N} \)

\(^{24}\)There are \( \binom{N-1}{l} \) elements in \( A_l \) and the probability of each is \( \left( \frac{1}{2} \right)^{N-1} \) since types are independent, \( \alpha = 1 \), and all both types are equally likely.

\(^{25}\)We establish that \( \lim_{N \to \infty} U^{M_S}_1(A|B) = 1 \) since the argument that \( \lim_{N \to \infty} U^{M_S}_1(B|B) = 1 \) is analogous. Since \( \lim_{N \to \infty} \Pr(A_l) = 0 \), it is evident that the first two terms on the right-hand-side of equation (3) go to zero. We use a squeeze argument to show that the last term goes to one. Let \( \delta > 0 \). Since \( \frac{3}{l+1} \) is strictly decreasing, there is a fixed \( N' \) such that (i) \( \frac{3}{l+1} > \delta \) for all \( l < N' \) and (ii) \( \frac{3}{l+1} \leq \delta \) for all \( l \geq N' \). Thus, for large \( N \), we have \( 1 \leq \sum_{l=2}^{N-1} \left( 1 + \frac{3}{l+1} \right) \Pr(A_l) \leq \sum_{l=2}^{N-1} \left( 1 + \frac{3}{l+1} \right) \Pr(A_l) \right) \leq 1 + \delta \). Letting \( \delta \to 0 \) gives the desired result.
players. In other words, player 1 never gains more than $\varepsilon$ by lying when there are at least $\tilde{N}$ players.\footnote{In practice, $N$ does not have to be very large for the gain to lying to be small – e.g., computation gives that player 1’s gain to lying is 0.12 when there are 50 players and 0.06 when there are 100 players.}

The economic intuition is simple: “competition” for the objects increases as the number of truthful type $A$ players rises (due to the growth of $N$). This competition is driven by the Simple Mechanism’s randomization, which ensures that each $A$ reporter has an equal chance of getting either object. Thus, the probability that player 1 can obtain either object by lying or telling the truth falls, limiting her ability to manipulate the mechanism. Since player 1 is symmetric to all type $B$ players and since no type $A$ player has incentive to lie, we obtain the following observation, which we formalize in Proposition 3.

**Observation 4.** For every $\varepsilon > 0$, the Simple Mechanism is $\varepsilon$-Bayesian incentive compatible for large $N$.

The Simple Mechanism thus has good truth-telling properties when the number of players is large. This, along with interim efficiency and symmetry, suggest that the Simple Mechanism may be a good mechanism to employ in situations there is substantial demand for the objects – as might be the case in the assignment of prime university housing or courses, in the awarding of grants or fellowships, in the allocation of slots in programs for free/subsidized day-care or housing, in the apportionment of prime employee parking spots or offices, or even in the distribution of kidneys and other organs.

We have held the set of objects fixed while increasing the number of players. While there are situations where the supply of objects is fixed, it is often natural to think that it increases with the number of players – e.g., colleges build dorm rooms and add courses in response to rising enrollments and local governments expand free day-care in response to growing populations. Fortunately, this assumption is for expositional simplicity. As we discuss in Proposition 4, the set of objects may increase with the number of players via replication, provided it does so slowly enough to maintain competitive pressure and thus approximate incentive compatibility.
4. CARDINAL INFORMATION AND INEFFICIENCY

Intuitively, mechanisms that “disregard cardinal information” can be interim inefficient. Our main goal, in this section, is to strengthen this intuition and show that such mechanisms “must be” interim inefficient under broad conditions. We also discuss the efficiency of classical mechanisms that make use of cardinal information.

DISREGARDING CARDINAL INFORMATION

We have in mind that a mechanism “disregards cardinal information” if it only uses the ordinal information in players’ reports. To make this notion precise, for each $\theta \in \Theta$, let $c(\theta)$ give the order that is consistent with $\theta$. Thus, (i) $c(\theta) = \theta$ if $\theta \in \mathcal{B}'$ or (ii) $c(\theta) = \preceq$ if $\theta \in \mathcal{V}$ where $\preceq$ is the element of $\mathcal{B}'$ that is consistent with $\theta$. For a type profile $\theta = (\theta_1, \ldots, \theta_N)$ or a report profile $r = (r_1, \ldots, r_N)$, we write $c(\theta)$ and $c(r)$ for $(c(\theta_1), \ldots, c(\theta_N))$ and $(c(r_1), \ldots, c(r_N))$ respectively for players ordinal preferences and ordinal reports. We say that a mechanism $M$ disregards cardinal information if $M(r) = M(c(r))$ for all $r \in \Theta^N$. Many classic mechanisms disregard cardinal information since they only use players’ rankings of objects when they run – e.g., Deferred Acceptance, Probabilistic Serial,27 Random Serial Dictatorship, and Top Trading Cycles.

To establish the interim inefficiency of mechanisms that disregard cardinal information, we place a regularity condition on $\mathcal{O}$ and $\mathcal{V}$.

Assumption 1. There exist two objects $o$ and $o'$ in $\mathcal{O}$ and two vectors $\tilde{v} = (\tilde{v}_\eta, \ldots, \tilde{v}_o, \ldots, \tilde{v}_o', \ldots, \tilde{v}_K)$ and $\tilde{v}' = (\tilde{v}'_\eta, \ldots, \tilde{v}'_o, \ldots, \tilde{v}'_o', \ldots, \tilde{v}'_K)$ in $\mathcal{V}$ such that: (i) Both vectors induce the same ordinal preferences, i.e., $c(\tilde{v}) = c(\tilde{v}')$. (ii) Object $o'$ is strictly preferred to $o$ and $o$ is strictly preferred to $\eta$, i.e., $\tilde{v}_o' > \tilde{v}_o > \tilde{v}_\eta$ and $\tilde{v}'_o > \tilde{v}_o' > \tilde{v}'_\eta$. (iii) The “marginal” value to giving up $o$ to get $o'$ is larger in $\tilde{v}'$ than $\tilde{v}$, i.e., $\tilde{v}'_o' - \tilde{v}'_o > \tilde{v}_o' - \tilde{v}_o$.

Assumption 1 is a mild condition that is satisfied, for instance, in the Illustration or, more generally, when $\mathcal{V} = \{v_0, v_1, \ldots, v_L\}^{K+1}$ with $v_0 < v_1 < \cdots < v_L$.

27The Probabilistic Serial mechanism was introduced by Bogomolnaia & Moulin (2001). In this mechanism, players consume their most preferred object at a some “eating speed.” Once the objects are consumed, players move onto their second most preferred objects, provided they are available, and so on until all objects are consumed. The proportion of each object eaten by player $i$ then corresponds to the probability that $i$ gets the object in the assignment.
$K \geq 2$, and $L \geq 3$.$^{28}$

**Proposition 1.** Disregarding Cardinal Information and Inefficiency. Let Assumption 1 hold, let $\alpha > 0$, and let $M$ be a mechanism that disregards cardinal information. Then, there is a finite $\tilde{N} > 0$ such that $M$ is interim inefficient when there are at least $\tilde{N}$ players.

The proposition implies, for instance, that Deferred Acceptance, Probabilistic Serial, Random Serial Dictatorship, and Top Trading Cycles all produce assignments with social surplus that is strictly less than what could be achieved for at least one type profile. The size of the inefficiencies may be economically substantial, especially when the values in $\mathcal{V}$ are large or “spread out.”

The intuition for the result mirrors the intuition behind Observation 1; we exploit it in the proof by initially endowing all players with the same type and selecting a player who gets $o$ under $M$. We then increase this player’s value to $o'$ so that it becomes efficient for her alone to get it. Since this cardinal perturbation leaves ordinal types unaltered, $M$ still assigns $o$ to our player and is thus interim inefficient. Assumption 1 enables this preference alteration.

The lower bound on the number of players rules out corner cases where interim efficiency may obtain even for mechanisms that disregard cardinal information – e.g., when there is a single player, Randomized Serial Dictatorship always allows her to obtain her most preferred object, an interim efficient outcome. The restriction that $\alpha > 0$ ensures that some players have cardinal preferences; if $\alpha = 0$, then all preferences are ordinal and the proposition is vacuous.

**Making Use of Cardinal Information**

In light of Proposition 1, it is natural to wonder if mechanisms that “use cardinal information” are interim efficient. The answer, unfortunately, is “not always:” some, like the Simple Mechanism, are efficient, while other classic mechanisms, like “Nash-Boston” or Pseudo-markets, are not.$^{29}$

**Nash-Boston Mechanism.** While the Boston mechanism only solicits players’ strict ordinal preferences and so is interim inefficient, the equilibrium of its reporting game depends on players best responses, which themselves

---

$^{28}$ When $K \geq 2$ and $L \geq 3$, there are value vectors $(v_0, v_0, \ldots, v_0, v_2)$ and $(v_0, v_0, \ldots, v_0, v_1, v_3)$, which are easily seen to meet (i), (ii), and (iii) of Assumption 1 because $v_3 > v_2 > v_1$.

$^{29}$ Interestingly, when there is a continuum of players and a mass of objects, both Nash-Boston and Pseudo-markets are interim efficient for a broad class of environments – see Hafalir & Miralles (2014).
Efficient random assignment depend on their preference intensities; see, for instance, Abdulkadiroglu et al. (2011) and Miralles (2008). It is thus natural to ask whether this Nash equilibrium – which we refer to as the “Nash-Boston” mechanism since it maps types into allocations – constitutes an interim efficient mechanism. As the next example shows, the answer is no.

**Example 1.** Nash-Boston and Interim Inefficiency.

Let there be two players, 1 and 2, and two objects, o and o'. Let $\alpha = 1$ and let $\mathcal{V}$ contain two equally likely elements $(v_\eta, v_o, v_{o'}) = (0, 10, -1)$ and $(v_\eta, v_o, v_{o'}) = (0, 9, 8)$, which we label $A$ and $B$ respectively. It is clear that if both players are type $A$ ($B$), then the two interim efficient pure assignments give $o$ to one player and $\eta$ to the other player (give $o$ to one player and $o'$ to the other player). However, if there is one of each type, then the interim efficient assignment gives $o$ to the type $A$ player and $o'$ to the type $B$ player.

Computation shows that, in the (unique) symmetric equilibrium of the Boston Mechanism’s reporting game, both types of players truthfully report their ordinal preferences. This equilibrium has the following outcomes. If both players are type $A$ ($B$), one is randomly assigned $o$ and the other is assigned $\eta$ (assigned $o$ and the other is assigned $o'$). If one player is type $A$ and the other is type $B$, one is randomly assigned $o$ and the other is assigned either $\eta$ if type $A$ or $o'$ if type $B$. In all outcomes, both players have an equal probability of being assigned $o$.

The equilibrium type-assignment mapping, i.e., the Nash Boston mechanism, produces a mixed assignment that randomizes over the two interim efficient pure assignments when both players are type $A$ ($B$) and so itself is interim efficient. However, when one player is type $A$ and the other type $B$, then the mechanism produces a mixed assignment that gives $o$ to the type $B$ player with non-zero probability and so is interim inefficient. It follows that the Nash-Boston mechanism is interim inefficient: intuitively, while the equilibrium consumes preference intensities via players’ best responses, this information is used to form a mutual best response and not to cooperatively maximize social surplus. △

**Pseudo-Market Mechanisms.** A Pseudo-market mechanism assigns goods according to the Walrasian equilibrium of an artificial economy that is constructed from players’ reported preferences; see, for instance, Hylland &
Zeckhauser (1979). Specifically, the mechanism endows each player with an artificial budget, which is specified in the mechanism’s description, and then maximizes her reported utility by buying probability shares of the objects subject to this constraint, while taking prices as given. It then solves for the Walrasian equilibrium and uses the equilibrium probability shares as the basis for the assignment. Since the Pseudo-market uses cardinal information in the purchase of probability shares, one might think that its equilibrium is interim efficient. The next example shows that this is not the case.


Let there be three players, 1, 2, and 3, and two objects, $o$ and $o'$. Let $\alpha = 1$ and let $\mathcal{V}$ contains three equally likely elements $(v_\eta, v_o, v_{o'}) = (0, 4, 2)$, $(v_\eta, v_o, v_{o'}) = (0, 3, 2)$, and $(v_\eta, v_o, v_{o'}) = (0, 2, 4)$, which we label $A$, $B$, and $C$ respectively.

To begin, suppose that nature draws type $A$ for player 1, type $B$ for player 2, and type $C$ for player 3, i.e., types are $\theta = (A,B,C)$. Then, it is uniquely interim efficient for $o$ go to player 1, for $\eta$ to go to player 2, and for $o'$ go to player 3.

Consider a Pseudo-market mechanism $M$, where (i) players 1 and 3 have budgets of one and (ii) player 2 has a budget of zero. Suppose the prices for $o$ and $o'$, denoted $p_o$ and $p_{o'}$, are $p_o = p_{o'} = 1$. On behalf of player 1, the mechanism solves $\max_{x_o, x_{o'}} 4x_o + 2x_{o'}$ such that $p_ox_o + p_{o'}x_{o'} \leq 1$, where $x_o$ and $x_{o'}$ are the probability shares of $o$ and $o'$ respectively. It concludes that the solution is $(x_o^*, x_{o'}^*) = (1, 0)$ and thus purchases a unit of probability shares of $o$ for player 1. The mechanism solves an analogous problem for player 3 and purchases a unit of probability shares of $o'$ for player 3. Since player 2 has a budget of zero, the mechanism does not purchase any probability shares on her behalf. Since there is a unit supply of probability shares of each object, markets clear and the prices and shares constitute the Walrasian equilibrium. Since the equilibrium probability shares determine the assignment, with a unit share indicating a 100% chance of ownership, $M(\theta)$ assigns $o$ to player 1, $\eta$ to player 2, and $o'$ to player 3.

It turns out that $M$ is interim inefficient at any type profile where it is efficient for player 2 to receive an object. To illustrate, suppose nature draws $B$ for player 1, $A$ for player 2, and $C$ for player 3, i.e., types are $\theta' = (B,A,C)$

---

31 More recent treatments of Pseudo-markets and their derivative mechanisms can be found, for instance, in Budish (2011), Budish et al. (2013), and He et al. (2018).
instead of $\theta$. Then, it is uniquely interim efficient for $\eta$ to go to player 1, for $o$ to go to player 2, and for $o'$ to go to player 3. Yet, this assignment cannot be the outcome of $M(\theta')$ because budgets are pre-specified: simply, player 2 has a budget of zero, so if the mechanism is to purchase any probability shares of $o$ on her behalf, it must be that $p_o = 0$. Yet, if $p_o = 0$, the mechanism would purchase infinite quantities of probability shares of $o$ for all three players and markets would not clear. Hence, $M(\theta')$ is interim inefficient.

More generally, if is interim efficient for player $i$ to receive an object at one type profile and to receive $\eta$ under another type profile, then no Pseudo-market mechanism is interim efficient because efficiency requires $i$ have a non-zero budget under the former profile and a zero budget under the latter profile, an impossibility. It is thus the fixed nature of budgets that drives the Walrasian equilibrium away from an interim efficient assignment, despite the fact the equilibrium consumes cardinal information. △

In light of this example, one might consider developing an “alternative” Pseudo-market mechanism $M$ by varying a Pseudo-market’s budgets in response to players’ reports and then allocating objects according to one of its equilibria. Miralles & Pycia (2014, Theorem 1) show that every Pareto efficient assignment corresponds to some Walrasian equilibrium of some Pseudo-market. Thus, for every profile of types $\theta$, if one were to set the budgets in the right way, one could ensure that one of the resulting Walrasian equilibria was interim efficient and have $M(\theta)$ allocate objects according to this equilibrium. However, such a mechanism would be computationally difficult because there are no known, exact methods to compute either the necessary budgets or the equilibrium prices. We thus develop an alternative, interim efficient mechanism that is based on a linear programming problem.

5. THE SIMPLE MECHANISM

In the Illustration, we informally introduced the Simple Mechanism as a reaction to the interim inefficiency of other classic mechanisms and informally developed at its properties. Our goal, in this section, is to formally describe this mechanism and its core properties.

The Simple Mechanism.32

32 This mechanism benefited greatly from discussions with Marek Pycia.
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Suppose the players report \( r = (r_1, \ldots, r_N) \in \Theta^N \). Then, the mechanism returns the mixed assignment \( M_S(r) \), which is constructed as follows. First, for each player \( i \), construct an estimate \( \hat{v}_i \) of \( i \)'s expected true values by setting
\[
\hat{v}_i = (\hat{v}_{\eta_i}, \hat{v}_{1_i}, \ldots, \hat{v}_{K_i}) = \begin{cases} r_i & \text{if } r_i \in \mathcal{V} \\ \sum_{v \in I(r_i)} v \frac{f_v(v)}{\sum_{v' \in I(r_i)} f_{v'}(v')} & \text{if } r_i \in \mathcal{B}' \end{cases},
\]
and represent \( \hat{v}_i \) as a function \( \hat{u}_i \) by setting \( \hat{u}_i(o) = \hat{v}_{oi} \) for each \( o \in \mathcal{O}' \). Second, compute the set
\[
\sigma = \arg\max_{\phi \in \Phi} \sum_{i \in \mathcal{N}} \hat{u}_i(\phi(i)).
\]
Third, set \( M_S(r) \) to assign weight \( 1/|\sigma| \) to each pure assignment in \( \sigma \). \(^{33}\)

In words, the Simple Mechanism takes in players’ reports, estimates their expected true values, \(^{34}\) computes the set of pure assignments that maximize the sum of these estimated values, and then selects one of these assignments to implement with uniform probability.

The next two propositions formally establish the properties of the Simple Mechanism that we outlined in Observations 2 to 4: interim efficiency, symmetry, and \( \epsilon \)-Bayesian incentive compatibility. All proofs are provided in the Appendix.

We say that a mechanism \( M \) is symmetric if, when players \( i \) and \( k \) make the same report \( r_i = r_k \) and when they have the same type \( \theta_i = \theta_k \), they have the same payoff to the (mixed) assignment \( M(r) \), where \( r = (r_1, \ldots, r_i, \ldots, r_k, \ldots, r_N) \in \Theta^N \).

**Proposition 2.** The Simple Mechanism is Interim Efficient and Symmetric. The Simple Mechanism is interim efficient and symmetric.

Interim efficiency implies that, under truthful reporting, the Simple Mechanism is interim Pareto efficient, ex-post Pareto efficient, and ordinally efficient.

\(^{33}\)Since \( \Phi \) is finite, \( \sigma \) non-empty and finite.

\(^{34}\)The Simple Mechanism requires knowledge of the structure of preferences to carry out its estimation; we examine the robustness of the mechanism with respect to this requirement in the Online Appendix. Also, a referee insightfully observed this requirement “shifts the [computational] burden” from players to the mechanism. From a mathematical perspective, one could shift it back by requiring players submit estimates of their expected true values to a mechanism, which assigns objects to maximize the sum of reported values. Provided this mechanism randomizes uniformly over the set of maximizing assignments, it has similar properties to the Simple Mechanism.
Efficient random assignment (when true values are strict); it thus is also individually rational.\textsuperscript{35} Symmetry implies that the Simple Mechanism is “fair.” The result’s intuition mirrors the intuitions for Observations 2 and 3, and the proof amounts to a formalization of these intuitions.

Our incentive compatibility result relies on $\mathcal{V}$ having particular type of structure. Specifically, we say that $\mathcal{V}$ is a \textbf{product of finite grids} if $\mathcal{V} = \times_{o \in \mathcal{O}'} \mathcal{V}_o$, where $\mathcal{V}_o = \{v_1^o, v_2^o, \ldots, v_{L_o}^o\}$ for some $0 \leq v_1^o < v_2^o < \cdots < v_{L_o}^o \leq 1$ and $L_o \geq 1$ for each $o \in \mathcal{O}'$. For instance, if $\mathcal{V} = \{0, \frac{1}{3}, \frac{2}{3}, 1\}^{K+1}$ or if $\mathcal{V} = \{0\} \times \{0, \frac{1}{2}, 1\}^K$, then it is a product of finite grids. This mild restriction on $\mathcal{V}$ ensures that, with positive probability, we can find a player who has a higher value for one object and a lower value for another object. The restriction of $\mathcal{V}$ to the unit hyper-cube is without loss because we can always rescale the upper and lower bounds.

\textbf{Proposition 3.} The Simple Mechanism is $\varepsilon$-Bayesian Incentive Compatible. Let $\mathcal{V}$ be a product of finite grids and let $\alpha > 0$. Then, for each $\varepsilon > 0$, there is a finite $\bar{N} > 0$ such that the Simple Mechanism is $\varepsilon$-Bayesian incentive compatible when there are at least $\bar{N}$ players.

Since strategic manipulation is inherently costly, this proposition implies that the Simple Mechanism has good truth-telling properties when the number of players is large. The economic intuition is akin to the economic intuition behind Observation 3: as more players are added, “competition” for objects increases, which drives the probability a player can acquire any object, besides $\eta$, down to zero. This limits the opportunity for strategic manipulation and leads to $\varepsilon$-Bayesian incentive compatibility. Increasing competition itself is driven by the mechanism’s randomization and the finite grid assumption, which ensures that, for each object, players with high values for the object enter and “drive up the demand” as $N$ grows. The technical approach of the proof mirrors the argument used in Section 3, but differs at key points due to the generality of the environment.\textsuperscript{36}

\textsuperscript{35}It is evident that there are conditions under which the Simple Mechanism is “strictly” individually rational, i.e., all players do strictly better by participating in it than by remaining unassigned. For example, this is the case when (i) $\eta$ is the least preferred option for all players and when (ii) there is at least one object that all players strictly prefer to $\eta$. It is also the case when (i’) all players have the same most preferred object and (ii’) value this object strictly more than $\eta$.

\textsuperscript{36}The proof suggests a more general and abstract sufficient condition for $\varepsilon$-Bayesian incentive compatibility than finite grids, which we discuss in the Appendix.
A key assumption of the intuition (and of the proof) is that the set of objects $\mathcal{O}$ is held constant while $N$ grows. To dispense with this assumption, suppose $\mathcal{O}$ grows via replication. A **linking function** is a $\psi : \mathbb{N}_+ \to \mathbb{N}_+$ that is monotone and has $\lim_{n \to \infty} \psi(n) = \infty$. We have in mind (i) that $\psi(N)$ gives the number of copies of each object and (ii) that players treat copies of objects as indistinguishable; we offer a formal treatment in the Appendix.

**Proposition 4.** Incentive Compatibility with Replication.  
Let $\mathcal{V}$ be a product of finite grids and let $\alpha > 0$. For each $\varepsilon > 0$:  
(i) When the linking function $\psi$ is arbitrary, there may not exist a symmetric, interim efficient, and $\varepsilon$-Bayesian compatible mechanism.  
(ii) There is a linking function $\bar{\psi}$ and an integer $\bar{N} > 0$ such that the Simple Mechanism is $\varepsilon$-Bayesian incentive compatible when there are at least $\bar{N}$ players.

The first part of the proposition is based on an example given in the Appendix. The example has $\psi(N) = \lfloor N/2 \rfloor$ copies of a single object and two equally likely types of players, $A$ and $B$. The type $A$ value the object at 1, the type $B$'s value it at $\frac{1}{2}$, and both value being unassigned at 0. Since the expected number of type $A$ equals the number of objects, any interim efficient and symmetric mechanism (including the Simple Mechanism) essentially assign all copies of the object to the type $A$, leaving the type $B$ unassigned. A “back of the envelope calculation” thus suggests that if a type $B$ lies, then she obtains the object with probability $\frac{N/2}{N/2+1} = \frac{1}{1+2/N}$ (per symmetry), which converges to 1 as $N \to \infty$; whereas she gets nothing if she tells the truth. While actual mathematics are more involved, this simple computation lays bare the intuition and establishes that every type $B$ gains from lying, even as $N$ grows; economically speaking, it shows that replication can negate competition.

The second part of the proposition is a consequence of Proposition 3. To see this, suppose $N$ starts growing from one and $\mathcal{O}$ starts off with one copy of each object. We wish to know at which value of $N$ we can add a second copy of each object without compromising $\varepsilon$-Bayesian incentive compatibility. To find this value, assume for a moment that the number of copies does not change with $N$. Then, Proposition 3 tells us that there are thresholds $N_1$ and $N_2$ above which the Simple Mechanism is $\varepsilon$-Bayesian incentive compatible when $\mathcal{O}$ contains, respectively, one copy of each object or two copies of each object. Thus, when $N$ is growing and $\mathcal{O}$ starts off with one copy of each object, (i) $\varepsilon$-Bayesian incentive compatible holds once $N$ exceeds $N_1$ and
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(ii) we can add a second copy of each object once $N$ grows larger than $N_2$ without losing approximate incentive compatibility. Continuing this exercise defines thresholds $N_3, N_4, \ldots$ for three, four, or more copies and so implicitly defines the required linking function. Broadly, any linking function arrived at in this way has the number of copies increase sufficiently slowly with $N$ so that competition increases (due to the use of Proposition 3).\(^{37}\) (We provide a second example in the Appendix where we slow the replication in the prior example from $\lfloor N/2 \rfloor$ down to $\lfloor \ln(N)/2 \rfloor$ and establish that this is sufficient to ensure the Simple Mechanism is $\epsilon$-Bayesian incentive compatible.)

A. APPENDIX: PROOFS AND ADDITIONAL EXAMPLES

This Appendix collects the proofs of our results, as well as additional examples, which are presented in the order that they are referenced in the main text.

**Proof of Lemma 1.** Obvious and omitted. □

**Proof of Lemma 2.** Obvious and omitted. □

**Proof of Proposition 1.** Let $\tilde{N} = |\{\hat{\delta} \in O| \hat{v}_{\hat{\delta}} > \hat{v}_{\eta}\}|$ and let $N > \tilde{N}$. Our goal is to show that, $M$ generates an interim inefficient assignment for some type profile.

To begin, suppose the type profile is $\theta = (\check{v}, \ldots, \check{v})$ and let $\phi$ be a pure assignment in the support of $M(\theta)$. There are two cases to consider: (i) either $o$ or $o'$ is unassigned by $\phi$ or (ii) both objects are assigned by $\phi$.

For case (i), let $\check{o} \in \{o, o'\}$ denote an unassigned object. Since (i) there are $|\{\hat{\delta} \in O| \hat{v}_{\hat{\delta}} > \hat{v}_{\eta}\}|$ objects that all players value more than being unassigned and (ii) since $N > |\{\hat{\delta} \in O| \hat{v}_{\hat{\delta}} > \hat{v}_{\eta}\}|$, at least one player is either assigned $\eta$ or is assigned some other object $o''$ that she values no more than $\eta$. Let $i$ denote such a player. Construct a new assignment $\phi'$ by giving $\check{o}$ to player $i$, while leaving everyone else's assignment alone – i.e., set $\phi'(i) = \check{o}$ and $\phi'(k) = \phi(k)$ for all players $k \neq i$. Observe that $\sum_{i \in N} u_i(\phi' | \theta_i) - \sum_{i \in N} u_i(\phi | \theta_i) = u_i(\phi' | \theta_i) - u_i(\phi | \theta_i) = \check{v}_{\check{o}} - u_i(\phi | \theta_i) > 0$ since $\check{o}$ is strictly preferred to $\eta$. Thus, $\phi$ is interim inefficient. Since a mixed assignment is interim efficient if and

\(^{37}\)It is also possible to obtain approximate incentive compatibility by having the number of copies increase sufficiently quickly with $N$ such that scarcity “evaporates” and everyone gets their most preferred object – e.g., set $\psi(N) \geq N$ for all $N$. However, such linking functions are economically uninteresting.
only if each pure assignment in its support is interim efficient, it follows that $M(\theta)$ is also interim inefficient.

For case (ii), let $i$ be the player who gets $o$ and let $k$ be the player who gets $o'$. Consider a change in $i$’s type from $\bar{v}$ to $\bar{v}'$. Formally, consider a new type profile $\theta' = (\theta_1', \ldots, \theta_{i-1}', \theta_i', \theta_{i+1}', \ldots, \theta_N')$, where $\theta_i' = \bar{v}'$ and $\theta_l' = \bar{v}$ for all players $l \neq i$; this type profile occurs with positive probability per Assumption 1 and the fact $\alpha > 0$.

Since (i) $M$ disregards cardinal information and (ii) $c(\theta') = c(\theta)$, we have $M(\theta') = M(c(\theta')) = M(c(\theta)) = M(\theta)$. Thus, $\phi$ is in the support of $M(\theta')$. Construct a new assignment $\phi'$ from $\phi$ by swapping $i$ and $k$’s assignments, while leave all other players’ assignments alone – i.e., set $\phi'(i) = o''$, $\phi'(k) = o'$, and $\phi'(l) = \phi(l)$ for all players $l \neq i, k$. We have

$$\sum_{l \in \mathcal{N}} u_l(\phi'|\theta'_i) - \sum_{l \in \mathcal{N}} u_l(\phi|\theta'_i) = u_i(\phi'|\theta'_i) - u_i(\phi|\theta_i) + u_k(\phi'|\theta'_k) - u_k(\phi|\theta_k)$$

$$= \bar{v}' - \bar{v}'' - (\bar{v}' - \bar{v}'') > 0,$$

where the strict inequality follows from Assumption 1. That is, $\phi$ is interim inefficient, implying $M(\theta')$ is interim inefficient. □

**Example 1 Details.** The Nash Boston Symmetric Equilibrium.

In the Boston Mechanism’s reporting game, players submit (strict) ordinal reports.\(^{38}\) The mechanism then allocates objects by sequentially considering all players’ first choices (in the first round), second choices (in the second round), and so on; it stops once each player is assigned an object or $\eta$. In the $k$-th round, the mechanism first “pins” the name of each player (who was not assigned to an object or $\eta$ in a previous round) to her $k$-th choice from $\mathcal{O}'$, provided this choice is available (i.e., was not given to another player in a previous round); $\eta$ is always available. If an object has one player’s name pinned to it, then it is assigned to that player. However, if an object has two or more players’ names pinned to it, then a (uniform) random lottery is held and the object is assigned to the winner. The item $\eta$ is assigned to all players whose names are pinned to it. Players who lose their lotteries, players who have $k$-th choices that are unavailable, and objects that had no names pinned to them all move forwards into the next round.

As is common in the literature on the Boston mechanism (e.g., Abdulkadiroglu et al., 2011), we look for a symmetric Nash equilibrium. Observe that

\(^{38}\) Abdulkadiroglu & Sonmez (2003) provide a detailed description of the Boston mechanism, which we have adapted for our single-unit-demand environment.
if a player’s k-th choice is \( \eta \) and they enter the k-th round, then the mechanism assigns them \( \eta \) for certain. Thus, it is dominated for a type \( A \) to report \( o \) below \( \eta \) or to report \( o' \) above \( \eta \) – so, her dominant strategy is \( o \succ \eta \succ o' \) – and it is dominated for a type \( B \) to report \( o \) or \( o' \) below \( \eta \) – so, she has two possible strategies: \( s_1 := o \succ o' \succ \eta \) or \( s_2 := o' \succ o \succ \eta \).

If \( B \) plays \( s_1 \), then with probability \( \frac{1}{2} \) she faces a type \( A \). Since both players list \( o \) first, the mechanism conducts a fair lottery for it in round one; if the type \( B \) wins she gets it and if she loses then she gets \( o' \) in the next round. Hence, her payoff to facing a type \( A \) is \( \frac{9}{2} + \frac{8}{2} \). A similar argument gives that her payoff to facing a type \( B \) is \( \frac{9}{2} + \frac{8}{2} \) because of symmetry. Thus, her payoff to \( s_1 \) is \( \frac{1}{2}(\frac{9}{2} + \frac{8}{2}) + \frac{1}{2}(\frac{9}{2} + \frac{8}{2}) \). If \( B \) plays \( s_2 \), then her payoff is \( \frac{1}{2}8 + \frac{1}{2}(\frac{9}{2} + \frac{8}{2}) \) via analogous logic. Thus, a type \( B \)’s best response is \( s_1 \).

It follows that the symmetric Nash equilibrium is \( o \succ \eta \succ o' \) if a type \( A \) and \( o \succ o' \succ \eta \) if a type \( B \). Computation then gives the mixed assignment for each type-profile reported in the main text. \( \triangle \)

**Proof of Proposition 2.** Suppose the players types are \( \theta = (\theta_1, \ldots, \theta_N) \), so their expected true values are \( \{v_i^\dagger\}_{i \in \mathcal{N}} \) per equation (2) and their payoffs are \( \{u_i\}_{i \in \mathcal{N}} \). We first wish to show that \( M_S(\theta) \) is interim efficient. When the Simple Mechanism receives report \( \theta \), it computes estimates of the players’ expected true values \( \{\hat{v}_i\}_{i \in \mathcal{N}} \) according to equation (4) and payoffs \( \{\hat{u}_i\}_{i \in \mathcal{N}} \). Since equation (4) is identical to equation (2), we have \( \hat{v}_i = v_i^\dagger \) for each player \( i \). Thus, when the Simple Mechanism assigns objects to maximize its estimate of social surplus (i.e., to solve \( \max_{\phi \in \Phi} \sum_{i \in \mathcal{N}} \hat{u}_i(\phi(i)) \)), it is actually maximizing social surplus (i.e., solving \( \max_{\phi \in \Phi} \sum_{i \in \mathcal{N}} u_i(\phi(i)|\theta_i) \)). Thus, the mixed assignment it produces is interim efficient.

We next wish to show that the Simple Mechanism is symmetric. Let \( i \) and \( k \) be two players who make the same report \( r \) and have the same type \( \theta \); subscripts are suppressed for simplicity. Upon receiving report \( r = (r_1, \ldots, r_{i-1}, r, r_{i+1}, \ldots, r_{k-1}, r, r_{k+1}, \ldots, r_N) \), the Simple Mechanism generates estimates of players’ expected true values \( \{\hat{v}_l\}_{l \in \mathcal{N}} \) according to equation (4) and estimates of their payoffs \( \{\hat{u}_l\}_{l \in \mathcal{N}} \). It also computes \( \sigma = \arg \max_{\phi \in \Phi} \sum_{i \in \mathcal{N}} \hat{u}_l(\phi(l)) \).

Partition \( \sigma \) as follows \( \sigma_+ = \{\phi \in \sigma| u_i(\phi|\theta) > u_k(\phi|\theta)\} \), \( \sigma_- = \{\phi \in \sigma| u_i(\phi|\theta) = u_k(\phi|\theta)\} \), and \( \sigma_- = \{\phi \in \sigma| u_i(\phi|\theta) < u_k(\phi|\theta)\} \). Focus on the relationship between \( \sigma_+ \) and \( \sigma_- \). For each \( \phi \in \sigma_+ \), we may construct an

---

39 We write \( x \succ y \) to mean \( x \) is strictly preferred to \( y \).
element \( s(\phi) \in \sigma_- \) by having \( i \) and \( k \) swap their assignments, while leaving all others players’ assignments unaltered, i.e., by setting \( s(\phi)(i) = \phi(k), s(\phi)(k) = \phi(i), \) and \( s(\phi)(l) = \phi(l) \) for every other player \( l \). This swap: (i) does not change the Simple Mechanism’s estimate of the sum of players’ payoffs since the mechanism estimates \( i \) and \( k \) have the same payoff (since they make the same report) and (ii) defines a bijection between \( \sigma_+ \) and \( \sigma_- \).

Turning to \( i \) and \( k \) payoffs to the Simple Mechanism, we have

\[
U_i(M_S(r)|\theta) = \sum_{\phi \in \sigma_+} u_i(\phi|\theta) \frac{1}{|\sigma|} + \sum_{\phi \in \sigma_-} u_i(\phi|\theta) \frac{1}{|\sigma|} + \sum_{\phi \in \sigma_-} u_i(\phi|\theta) \frac{1}{|\sigma|} = \sum_{\phi \in \sigma_+} u_k(s(\phi)|\theta) \frac{1}{|\sigma|} + \sum_{\phi \in \sigma_-} u_k(\phi|\theta) \frac{1}{|\sigma|} + \sum_{\phi \in \sigma_-} u_k(s(\phi)|\theta) \frac{1}{|\sigma|} = \sum_{\phi \in \sigma_-} u_k(\phi|\theta) \frac{1}{|\sigma|} + \sum_{\phi \in \sigma_-} u_k(\phi|\theta) \frac{1}{|\sigma|} = u_k(M_S(r)|\theta).
\]

The second line follows from the fact that \( i \) and \( k \) swap assignments and therefore payoffs. The third line follows from reindexing: since \( s \) is bijective, we may replace each \( \phi \in \sigma_+ \) (\( \phi \in \sigma_- \)) with its corresponding element from \( \sigma_- \) (\( \sigma_+ \)), implying \( \sum_{\phi \in \sigma_+} u_k(s(\phi)|\theta) = \sum_{\phi \in \sigma_-} u_k(\phi|\theta) \) and \( \sum_{\phi \in \sigma_-} u_k(s(\phi)|\theta) = \sum_{\phi' \in \sigma_+} u_k(\phi'|\theta). \)

We prove Proposition 3 in two steps. First, we establish an upper bound on any player’s payoff to sending a report to the Simple Mechanism, when the other players tell the truth, as a function of her type and the number of players. Then, we show that this bound goes to her value of \( \eta \) as \( N \) gets large – Lemma A1. Second, we leverage this bound, the fact that a strategic liar never does worse than being unassigned, and a squeeze argument (similar to the one used to establish Observation 4) to show that each player’s gain from strategic lying is small when \( N \) is large.

**Lemma A1.** A Uniform Upper Bound on \( U_i^{M_S}(r_i|\theta_i) \).

Let \( \mathcal{V} \) be the product of finite grids and let \( \alpha > 0 \). Then, there is a function \( g : \Theta \times \mathbb{N} \rightarrow \mathbb{R} \), such that, for each player \( i \) and each \( \theta_i \in \Theta \):

(i) The function \( g \) bounds \( i \)'s payoff to reporting each \( r_i \in \Theta \) from above, i.e., \( U_i^{M_S}(r_i|\theta_i) \leq g(\theta_i,N) \).

(ii) The function \( g \) converges to \( i \)'s value of being unassigned as \( N \to \infty \), i.e., \( \lim_{N \to \infty} g(\theta_i,N) = u_i(\eta|\theta_i) \).
**Proof.** Consider player $i$. We proceed in four steps. First, we partition the type space of the other players in the right way. Second, on each of these partitions, we give upper bounds for $i$’s payoff given the behavior of the Simple Mechanism. Third, we average these upper bounds and write down a closed form expression of $g$. Fourth, we let $N \to \infty$ and show that $g$ takes the claimed limits.

We begin by partitioning the type space $\Theta^{N-1}$ of the other players. We say a player is a **type** $E$ if her type is $(v_1^1, v_{L_1}^2, v_{L_2}^3, \ldots, v_{L_K}^K)$, i.e., if she (i) knows her true values, (ii) values being unassigned at the lowest possible value, and (iii) values every object at the highest possible value. (There are such players because $\mathcal{V}$ is the product of finite grids, $\alpha > 0$, and $f_v > 0$.) Let $E_l$ denote the event that there are $l$ type $E$ players besides $i$, i.e., $E_l = \{\theta_{-i} \in \Theta^{N-1} | \theta_{-i}$ specifies $l$ players have type $E\}$. The probability nature draws type $E$ for a given player is $\alpha f_v(\bar{v}) > 0$, where $\bar{v} = (v_1^1, v_{L_1}^2, v_{L_2}^3, \ldots, v_{L_K}^K)$. Thus, the probability of $E_l$ is $\Pr(E_l) = \sum_{\theta_{-i} \in E_l} \Pr(\theta_{-i}) = \binom{N-1}{l} (\alpha f_v(\bar{v}))^l (1 - \alpha f_v(\bar{v}))^{N-1-l}$ due to independence. By the Binomial Theorem, $\sum_{l=0}^{N-1} \Pr(E_l) = 1$.

Next, we give upper bounds on $u_i(M_S(r_i, \theta_{-i})|\theta_i)$ on each set $E_l$ for each $r_i \in \Theta$ and each $\theta_i \in \Theta$. For $l$ between 0 and $K$, it suffices to let 1 be this bound by the finite grid assumption. For $l > K$, we will establish that a bound is $u_i(\eta|\theta_i) + \frac{K}{l-K}$. It follows that

$$U^M_i(r_i|\theta_i) = \sum_{\theta_{-i} \in \Theta^{N-1}} u_i(M_S(r_i, \theta_{-i})|\theta_i) \Pr(\theta_{-i})$$

$$= \sum_{l=0}^{K} \sum_{\theta_{-i} \in E_l} u_i(M_S(r_i, \theta_{-i})|\theta_i) \Pr(\theta_{-i})$$

$$+ \sum_{l=K+1}^{N-1} \sum_{\theta_{-i} \in E_l} u_i(M_S(r_i, \theta_{-i})|\theta_i) \Pr(\theta_{-i})$$

$$\leq \sum_{l=0}^{K} \sum_{\theta_{-i} \in E_l} 1 \Pr(\theta_{-i}) + \sum_{l=K+1}^{N-1} \sum_{\theta_{-i} \in E_l} (u_i(\eta|\theta_i) + \frac{K}{l-K}) \Pr(\theta_{-i})$$

$$= \sum_{l=0}^{K} \Pr(E_l) + \sum_{l=K+1}^{N-1} (u_i(\eta|\theta_i) + \frac{K}{l-K}) \Pr(E_l)$$

for each $r_i \in \Theta$ and each $\theta_i \in \Theta$. We take the last line to be our upper bound $g$. 

*Journal of Mechanism and Institution Design* 3(1), 2018
This follows from Sterling’s Approximation and l’Hopital’s rule. Let

\[ g(\theta_i, N) = \sum_{l=0}^{K} \Pr(E_l) + \sum_{l=K+1}^{N-1} \left( u_i(\eta|\theta_i) + \frac{K}{l-K} \right) \Pr(E_l) \]

for each \( \theta_i \in \Theta \). (The bound applies to every player, including player \( i \), because players with the same type have the same payoff.)

We need to show that \( g \) takes the claimed limits. We begin by noting \( \lim_{N \to \infty} \Pr(E_l) = 0 \) for all \( l < \infty \).40 Thus, \( \sum_{l=0}^{K} \Pr(E_l) \to 0 \) as \( N \to \infty \). To show that \( \sum_{l=K+1}^{N-1} (u_i(\eta|\theta_i) + \frac{K}{l-K}) \Pr(E_l) \to u_i(\eta|\theta_i) \) for each \( \theta_i \in \Theta \), we use a squeeze argument. Let \( \delta > 0 \), then there is a fixed \( N' \) such that (i) \( \frac{K}{l-K} > \delta \) for all \( l < N' \) and (ii) \( \frac{K}{l-K} \leq \delta \) for all \( l \geq N' \). Thus, for large \( N \), we have

\[
\sum_{l=K+1}^{N-1} \left( u_i(\eta|\theta_i) + \frac{K}{l-K} \right) \Pr(E_l) \\
\leq u_i(\eta|\theta_i) + \sum_{l=K+1}^{N-1} \frac{K}{l-K} \Pr(E_l) + \delta \sum_{l=N'}^{N-1} \Pr(E_l) \\
= u_i(\eta|\theta_i) + \sum_{l=K+1}^{N-1} \frac{K}{l-K} \Pr(E_l) + \delta \left( 1 - \sum_{l=0}^{N-1} \Pr(E_l) \right).
\]

Since \( \lim_{N \to \infty} \Pr(E_l) = 0 \), the finite sums in \( h(N) \) go to zero as \( N \to \infty \), implying \( h(N) \to u_i(\eta|\theta_i) + \delta \). Thus, we have \( \lim_{N \to \infty} g(\theta_i, N) \leq u_i(\eta|\theta_i) + \delta \) for

\[ 40 \text{This follows from Sterling’s Approximation and l’Hopital’s rule. Let } p = \alpha f_v(\bar{v}). \text{ For each finite } l, \text{ Sterling’s Approximation (see Feller, 1968, p.52) lets us write} \]

\[
\lim_{N \to \infty} \Pr(E_l) = \lim_{N \to \infty} \left( N - 1 \right)^l (1 - p)^{N-1} (1 + \frac{l}{N-1})^{N-1-l} \sqrt{\frac{N-1}{N-1-l}} \frac{p^l}{l! \beta (1-p)^l}. \]

Since \( \lim_{N \to \infty} (1 + \frac{l}{N-1})^{N-1-l} = e^l \), \( \lim_{N \to \infty} \sqrt{\frac{N-1}{N-1-l}} = 1 \), and \( \frac{p^l}{l! \beta (1-p)^l} \) is constant, the limit of \( \Pr(E_l) \) is zero if and only if \( \lim_{N \to \infty} (1 - p)^{N-1} (1 - p)^{N-1-l} = 0 \). Let \( \beta = 1/(1-p) \), so \( (N-1)^l (1 - p)^{N-1} = (N-1)^l / \beta^{N-1} \). Since \( \beta > 1 \) as \( 1 - p \in (0, 1) \), we need to apply l’Hopital’s rule. Doing so \( l \) times to gives

\[
\lim_{N \to \infty} \frac{(N-1)^l}{\beta^{N}} = \lim_{N \to \infty} \frac{l! (N-1)^l}{(N-l-2)! \beta^{N-1-l}}.
\]

It is evident that the right-hand-side has limit zero, implying \( \lim_{N \to \infty} (N-1)^l (1 - p)^{N-1} = 0 \).
all $\delta > 0$. Since $g(\theta_i, N) \geq u_i(\eta | \theta_i)$, it follows that $\lim_{N \to \infty} g(\theta_i, N) = u_i(\eta | \theta_i)$ for each $\theta_i \in \Theta$.

It only remains to show that, when $l > K$,

$$u_i(M_S(r_i, \theta-i) | \theta_i) \leq u_i(\eta | \theta_i) + \frac{K}{l-K},$$

for each $r_i \in \Theta$ and each $\theta-i \in E_l$. To do this, we need four facts.

**Fact 0.** For each $r_i \in \Theta$, for each $\theta-i \in E_l$, and for each $\phi$ in the support of $M_S(r_i, \theta-i)$, there are at least $l-K$ unassigned type $E$ players.

**Proof.** Simply there are $K$ objects and $l > K$ type $E$ players. Thus, at least $l-K$ of the type $E$ players must be unassigned. $\triangle$

**Fact 1.** For each $r_i \in \Theta$ and each $\theta-i \in E_l$, the Simple Mechanism assigns $i$ an object $o \in O$ with strictly positive probability only if it estimates that her value for said object is $v_{L_o}^O$. Thus, the Simple Mechanism assigns $i$ to $\eta$ if it estimates that her value for each object $o \in O$ is strictly less than the maximum value for that object $v_{L_o}^O$.

**Proof.** Upon receiving report $r = (r_i, \theta-i)$, the Simple Mechanism generates estimates of players’ expected true values $\{\hat{u}_l\}_{l \in \mathcal{N}}$ according to equation (4) and estimates of their payoffs $\{\hat{u}_l\}_{l \in \mathcal{N}}$. It also computes $\sigma = \arg \max_{\phi \in \Phi} \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l))$. Observe (i) that $\hat{u}_l(o) = u_l(o | \theta_l)$ for each player $l \neq i$ and each $o \in O^l$ per truthful reporting and (ii) that $v_1^O \leq \hat{u}_l(o) \leq v_{L_o}^O$ for each player $l$ and each $o \in O^l$.

We argue the fact by contradiction. Suppose $i$ is assigned an object $o \in O$ with strictly positive probability and the mechanism estimates that $\hat{u}_i(o) < v_{L_o}^O$. Then, there is a pure assignment $\phi$ in the support of $M_S(r_i, \theta-i)$ where $i$ gets $o$. Since there is at least one unassigned type $E$ under $\phi$ (by Fact 0), call her $k$, we can construct a new assignment $\phi'$ from $\phi$ by assigning $o$ to $k$, by assigning $\eta$ to $i$, and by leaving all other players’ assignments alone – formally, $\phi'(k) = o$, $\phi'(i) = \eta$, and $\phi'(l) = \phi(l)$ for all $l \neq i, k$. We will show that $\sum_{l \in \mathcal{N}} \hat{u}_l(\phi'(l))$ $\text{since equation (4) either returns an element of } \mathcal{Y} \text{ or averages over elements of } \mathcal{Y} \text{ and since every element of } \mathcal{Y} \text{ is bounded below by } (v_1^\eta, \ldots, v_1^K) \text{ and above by } (v_{L_1}^\eta, \ldots, v_{L_1}^K) \text{ as it is the product of finite grids, we necessarily have } (v_1^\eta, \ldots, v_1^K) \leq \hat{v}_l \leq (v_{L_o}^\eta, \ldots, v_{L_o}^K) \text{ for each player } l.
\[ \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) > 0. \] Thus, \( \phi \) does not maximize the Simple Mechanism’s estimate of social welfare and therefore cannot be in the support of \( M_S(r_i, \theta_{-i}) \), a contradiction.

It remains to show that \( \sum_{l \in \mathcal{N}} \hat{u}_l(\phi'(l)) - \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) > 0. \) Since (i) \( \hat{u}_i(o) < v_{L_o}^\phi \) and (ii) \( \hat{u}_i(\eta) \geq \eta_1^\phi \), we have \( v_{L_o}^\phi - \hat{u}_i(o) + \hat{u}_i(\eta) - v_1^\eta > 0. \)

Since \( k \) is a truthful type \( E \), we have \( \hat{u}_k(o) - \hat{u}_k(\eta) = v_{L_o}^\phi - v_1^\eta \). Hence,

\[
\sum_{l \in \mathcal{N}} \hat{u}_l(\phi'(l)) - \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) = \hat{u}_k(o) - \hat{u}_k(\eta) + \hat{u}_i(\eta) - \hat{u}_i(o)
\]

\[
= v_{L_o}^\phi - \hat{u}_i(o) + \hat{u}_i(\eta) - v_1^\eta > 0. \triangle
\]

**Fact 2.** For each \( r_i \in \Theta \) and each \( \theta_{-i} \in E_i \), the Simple Mechanism assigns \( \eta \) to \( i \) if it estimates that her value of \( \eta \) is strictly greater than \( v_1^\eta \).

**Proof.** Upon receiving report \( r = (r_i, \theta_{-i}) \), the Simple Mechanism generates estimates of players’ expected true values \( \{\hat{v}_l\}_{l \in \mathcal{N}} \) according to equation (4) and estimates of their payoffs \( \{\hat{u}_l\}_{l \in \mathcal{N}} \). It also computes \( \sigma = \arg \max_{\phi \in \Phi} \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) \). Recall (i) that \( \hat{u}_l(o) = u_l(o|\theta_l) \) for each player \( l \neq i \) and each \( o \in \Theta' \) since these players report truthfully and (ii) that \( v_{L_o}^\phi \leq \hat{u}_l(o) \leq v_{L_o}^\phi \) for each player \( l \) and each \( o \in \Theta' \).

We argue this fact by contradiction using the same approach as in the proof of Fact 1. Suppose \( i \) is assigned an object \( o \in \Theta \) with strictly positive and the mechanism estimates that \( \hat{u}_i(\eta) > \eta_1^\phi \). Then, there is a pure assignment \( \phi \) in the support of \( M_S(r, \theta_{-i}) \) where \( i \) gets \( o \). Since there is at least one unassigned type \( E \) under \( \phi \), call her \( k \), we can construct a new assignment \( \phi' \) from \( \phi \) by assigning \( o \) to \( k \), by assigning \( \eta \) to \( i \), and by leaving all other players’ assignments alone – formally, \( \phi'(k) = o, \phi'(i) = \eta, \text{ and } \phi'(l) = \phi(l) \) for all \( l \neq i, k \). We have

\[
\sum_{l \in \mathcal{N}} \hat{u}_l(\phi'(l)) - \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) = \hat{u}_k(o) - \hat{u}_k(\eta) + \hat{u}_i(\eta) - \hat{u}_i(o)
\]

\[
= v_{L_o}^\phi - \hat{u}_i(o) + \hat{u}_i(\eta) - \hat{u}_i(o),
\]

because \( \hat{u}_k(o) - \hat{u}_k(\eta) = v_{L_o}^\phi - v_1^\eta \). Since \( \hat{u}_i(o) \leq v_{L_o}^\phi \) and \( \hat{u}_i(\eta) > v_1^\eta \), we have \( v_{L_o}^\phi - \hat{u}_i(o) + \hat{u}_i(\eta) - v_1^\eta > 0. \) Thus, \( \phi \) cannot be an element of \( M_S(\hat{r}_i, \theta_{-i}) \), a contradiction. \( \triangle \)
Fact 3. For each \( r_i \in \Theta \) and each \( \theta_{-i} \in E_i \), if the Simple Mechanism assigns \( i \) an object \( o \in \Theta \) with strictly positive probability, then the probability \( i \) gets \( o \) is bounded above by \( \frac{1}{1-K} \). (Notice that this bound does not apply to \( \eta \).)

Proof. Upon receiving report \( r = (r_i, \theta_{-i}) \), the Simple Mechanism generates estimates of players’ expected true values \( \{\hat{v}_i\}_{i \in N} \) according to equation (4) and estimates of their payoffs \( \{\hat{u}_i\}_{i \in N} \). It also computes \( \sigma = \arg \max_{\phi \in \Phi} \sum_{i \in \mathcal{N}} \hat{u}_i(\phi(l)) \). Recall (i) that \( \hat{u}_i(o) = u_i(o|\theta_l) \) for each player \( l \neq i \) and each \( o \in \Theta' \) and (ii) that \( \nu_1^{\hat{u}} \leq \hat{v}_i(o) \leq \nu_2^{\hat{u}} \) for each player \( l \) and each \( o \in \Theta' \).

Let \( p_i(o) \) be the probability that \( i \) is assigned object \( o \in \Theta \) in \( M_S(r, \theta_{-i}) \). Since the Simple Mechanism randomizes uniformly over \( \sigma \), we have

\[
p_i(o) = \frac{\sum_{\phi \in C_i(o)} 1}{|\sigma|} = \frac{|C_i(o)|}{|\sigma|},
\]

where \( C_i(o) = \{ \phi \in \sigma | \phi(i) = o \} \) is the sub-set of \( \sigma \) where \( i \) gets \( o \). (Since \( p_i(o) > 0 \) by hypothesis, \( C_i(o) \) is non-empty.) Our goal is to show that \( p_i(o) \leq \frac{1}{1-K} \), i.e., \( |C_i(o)| (l-K) \leq |\sigma| \).

We do this by showing that for each \( \phi \in C_i(o) \), there are \( l-K \) “unique” assignments in \( \sigma \setminus C_i(o) \).

Pick a \( \phi \in C_i(o) \) and let \( S(\phi) \) be the set of unassigned type \( E \) players at \( \phi \). For each \( k \in S(\phi) \) we can create an assignment \( \phi' \) by swapping \( i \) and \( k \)’s assignments and leaving all other players’ assignments alone, i.e., by setting \( \phi'(k) = o, \phi'(i) = \eta, \) and \( \phi'(l) = \phi(l) \) for all \( l \neq i,k \). Since there are at least \( l-K \) players in \( S(\phi) \) per Fact 0, we can create at least \( l-K \) different assignments in this way. Let \( P(\phi) \) be the set of assignments created in this fashion.

First, observe that \( P(\phi) \subset \sigma \setminus C_i(o) \). It is trivial that \( P(\phi) \subset \Phi \setminus C_i(o) \), since \( i \) is assigned \( \eta \) in every element of \( P(\phi) \). So, we only need to show that \( P(\phi) \subset \sigma \). This follows from Facts 1 and 2: since \( i \) receives object \( o \) with strictly positive probability in \( M_S(r, \theta_{-i}) \), it must be that \( \hat{u}_i(\eta) = v_1^{\eta} \) and \( \hat{u}_i(o) = v_2^{\hat{v}} \). Thus, \( \sum_{l \in \mathcal{N}} \hat{u}_l(\phi'(l)) - \sum_{l \in \mathcal{N}} \hat{u}_l(\phi(l)) = \hat{u}_{\phi'(o)}(o) - \hat{u}_{\phi'(o)}(\eta) + \hat{u}_i(\eta) - \hat{u}_i(o) = 0 \) for any \( \phi' \in P(\phi) \) since \( \hat{u}_{\phi'(o)}(o) = v_2^{\hat{v}} \) and \( \hat{u}_{\phi'(o)}(\eta) = v_1^{\eta} \) as \( \phi'(o) \) is truthful type \( E \). It follows that \( P(\phi) \subset \sigma \).

Second, observe that for two assignments \( \phi \) and \( \phi' \) in \( C_i(o) \), we have that \( P(\phi) \cap P(\phi') = \emptyset \). We argue this by contradiction. Suppose there is a \( \tilde{\phi} \in P(\phi) \cap P(\phi') \). Since \( \phi \) and \( \phi' \) are different assignments, there is a player \( k \) for whom \( \phi(k) \neq \phi'(k) \). (Notice \( k \neq i \) as \( i \) has object \( o \) in both \( \phi \)
and \(\phi'\). There are three cases: \(\tilde{\phi}(k) = o'\) for some \(o' \in O \setminus \{o\}\), \(\tilde{\phi}(k) = \eta\), and \(\tilde{\phi}(k) = \). If \(\tilde{\phi}(k) = o'\), then it must be that \(\phi(k) = \phi'(k) = o'\) since we do not chance the assignments of players who get objects other than \(o\) in the creation of \(\tilde{\phi}\), the only way \(k\) could end up with \(o'\) is if she had it to begin with in both \(\phi\) and \(\phi'\). If \(\tilde{\phi}(k) = \eta\), then it must be that \(\phi(k) = \phi'(k) = \eta\) since we never assign \(\eta\) to a player (except \(i\)) in the creation of \(\tilde{\phi}\), unless said player has \(\eta\) to begin with. If \(\tilde{\phi}(k) = \), then it must be that \(\phi(k) = \phi'(k) = \eta\) since we only give \(o\) to an unassigned type \(E\) player in the creation of \(\tilde{\phi}\). In all three cases, \(\phi(k) = \phi'(k)\), a contradiction.

Let \(Q = \bigcup_{\phi \in C_i(o)} P(\phi)\). Since the \(\{P(\phi)\}_{\phi \in C_i(o)} \) sets are disjoint by the second observation, \(|Q| = \sum_{\phi \in C_i(o)} |P(\phi)|\). Since \(|P(\phi)| \geq (l - K)\), we have \(|Q| \geq (l - K)|C_i(o)|\). Since \(Q \subset \sigma \setminus C_i(o)\) by the first observation, \(\sigma\) has at least \((l - K)|C_i(o)|\) elements. \(\triangle\)

This concludes the list of facts and the proofs thereof.

We now establish equation (6). Let \(l > K\), let \(\theta_{-i} \in E_l\), and, for each \(r_i \in \Theta\), let \(\hat{u}_i^{r_i}\) be the Simple Mechanism’s estimate of \(i\)’s payoff function upon receiving the report \((r_i, \theta_{-i})\), see equation (4). We partition the set of all possible reports \(\Theta\) into three parts \(\Theta_1\), \(\Theta_2\), and \(\Theta_3\) as follows: \(\Theta_1 = \{r_i \in \Theta | \hat{u}_i^{r_i}(\eta) > v_1^{\eta}\}\), \(\Theta_2 = \{r_i \in \Theta | \hat{u}_i^{r_i}(\eta) = v_1^{\eta}\} \cap \{r_i \in \Theta | \hat{u}_i^{r_i}(o) < v_L^{o}\ \text{for all} \ o \in O\}\), and \(\Theta_3 = \{r_i \in \Theta | \hat{u}_i^{r_i}(\eta) = v_1^{\eta}\} \cap \{r_i \in \Theta | \hat{u}_i^{r_i}(o) = v_L^{o}\ \text{for some} \ o \in O\}\). In other words, \(\Theta_1\) is the set of reports that cause the mechanism to estimate that \(i\)’s value to \(\eta\) is strictly greater than \(v_1^{\eta}\), \(\Theta_2\) is the set of reports that cause the mechanism to estimate that \(i\)’s value to \(\eta\) is \(v_1^{\eta}\) and her value to every object \(o\) is less than \(v_L^{o}\), and \(\Theta_3\) is the set of reports cause the mechanism to estimate that \(i\)’s value to \(\eta\) is \(v_1^{\eta}\) and \(i\)’s value to some objects is maximal.

If \(r_i \in \Theta_1 \cup \Theta_2\), then Facts 1 and 2 tells us the Simple Mechanism assigns \(\eta\) to \(i\), so \(u_i(M_S(r_i, \theta_{-i})|\theta_i) = u_i(\eta|\theta_i)\). If \(r_i \in \Theta_3\), then Fact 3 tells us that the probability \(i\) gets each object in \(O\) is no more than \(\frac{1}{l-K}\). Hence,

\[
u_i(M_S(r_i, \theta_{-i})|\theta_i) = u_i(\eta|\theta_i)p_i(\eta) + \sum_{o \in O} u_i(o|\theta_i)p_i(o)
\leq u_i(\eta|\theta_i) + \sum_{o \in O} u_i(o|\theta_i)\frac{1}{l-K} \leq u_i(\eta|\theta_i) + \frac{K}{l+1}
\]

for any \(r_i \in \Theta_3\), where \(p_i(o)\) is the probability \(i\) gets \(o\) in \(M_S(r_i, \theta_{-i})\) and the last inequality is due to the finite grid assumption. Thus, across all reports
in \( r_i \in \Theta \), we have
\[
\sum_{\theta_{-i} \in \Theta^{N-1}} u_i(M_S(r_i, \theta_{-i})|\theta_i) \Pr(\theta_{-i}) 
\geq \sum_{\theta_{-i} \in \Theta^{N-1}} u_i(\eta|\theta_i) \Pr(\theta_{-i}) = u_i(\eta|\theta_i).
\]

Hence, \( \max_{r_i \in \Theta} U_i^{M_S}(r_i|\theta_i) \geq U_i^{M_S}(\theta_i|\theta_i) \geq u_i(\eta|\theta_i) \) by optimality.

Now, let \( \epsilon > 0 \). Then, by the second part of Lemma A1, there is a finite \( N_{\theta_i} > 0 \) such that \( g(\theta_i, N) \leq u_i(\eta|\theta_i) + \epsilon \) for all \( N \geq N_{\theta_i} \). The first part of Lemma A1 and the prior paragraph then imply \( u_i(\eta|\theta_i) \leq U_i^{M_S}(\theta_i|\theta_i) \leq u_i(\eta|\theta_i) + \epsilon \) and \( u_i(\eta|\theta_i) \leq \max_{r_i \in \Theta} U_i^{M_S}(r_i|\theta_i) \leq u_i(\eta|\theta_i) + \epsilon \) for all \( N \geq N_{\theta_i} \), i.e., \( i \) never gain more than \( \epsilon \) by lying strategically when there are at least \( N_{\theta_i} \) players. Thus, no player gains more than \( \epsilon \) by strategically lying when there are at least \( \tilde{N} = \max_{\theta \in \Theta} N_{\theta} \) players (since players with the same type have the same payoff.) \( \square \)

**Remark 1.** It is clear from the Proofs of Lemma A1 and Proposition 3 that we can relax the assumption that \( \mathcal{V} \) is a product of finite grids to the assumption that, for each \( o \in \mathcal{O} \), (i) there is a type of player who has the maximum value for \( o \) (among all players) and the minimum value for \( \eta \) and (ii) this player occurs with non-zero probability. We omit this abstract generalization because it adds little economic insight.

To extend the baseline model (of Section 2) to allow for object replication, we define the **replication extension** using the baseline model’s primitives – \( \mathcal{O} \), \( \mathcal{V} \), \( f_i \), \( \alpha \), and \( N \) – as well as the linking function \( \psi(N) \). This extension makes two key modifications to the baseline model. First, the set of objects is \( \bigcup_{l=1}^{\psi(N)} \mathcal{O} \) and a pure assignment \( \phi \) is a map from \( \mathcal{N} \) into \( \{\eta\} \cup_{l=1}^{\psi(N)} \mathcal{O} = \tilde{\mathcal{O}}_{\psi(N)} \) subject to the usual restrictions. We write

\[
\tilde{\mathcal{O}}_{\psi(N)} = \{\eta, 1_1, 1_2, \ldots, 1_{\psi(N)}, 2_1, \ldots, 2_{\psi(N)}, \ldots, K_1, \ldots, K_{\psi(N)}\},
\]

where \( o_l \) refers to the \( l \)-th copy of object \( o \). Second, copies of the objects are indistinguishable. Thus, nature draws true values and types as in the baseline.
version (of the model) and players’ expected true values and payoffs are formed as in the baseline version – i.e., using equation (2). The true values, expected true values, and payoffs are then extended from $\Theta'$ to $\hat{\Theta}'_{\psi(N)}$ by treating the copies of each object identically. Thus, when $v_i(\hat{\theta}_i) = (v_{\eta_1}^\dagger, v_{K_1}^\dagger, \ldots, v_{K_T}^\dagger)$ is player $i$’s expected true values after learning her type $\theta_i$, the copies of object $o$, i.e., $o_1, \ldots, o_{\psi(N)}$, each have an expected true value of $v_{o_i}^\dagger$. Consequently, (i) player $i$’s payoff is $u_i(o|\theta_i) = v_{o_i}^\dagger$ for each object $o \in \Theta'$ and each copy $l \in \{1, \ldots, \psi(N)\}$ and (ii) her payoff to $\eta$ is $u_i(\eta|\theta_i) = v_{\eta_i}^\dagger$. Given these payoffs, concepts like interim efficiency and $\epsilon$-Bayesian incentive compatibility extend naturally.

We also extend the Simple Mechanism to allow for object replication by making it aware of these payoff extensions. Specifically, for each player $i$, after employing equation (4) and estimating $\hat{u}_i$ on $\Theta'$ using $i$’s report $r_i \in \Theta$, it extends $\hat{u}_i$ to $\hat{\Theta}'_{\psi(N)}$ by setting $\hat{u}_i(o|\theta_i) = \hat{u}_i(o|\theta_i)$ for each $o \in \Theta'$ and each copy $l \in \{1, \ldots, \psi(N)\}$. It then computes the set of pure assignments that maximize the sum of the estimated payoffs and randomizes in the usual fashion.

Consider a version of the baseline model, which we call the $T$-replication case, where $T$ denotes the number of replications. The case is defined via the primitives

$$
\hat{\Theta}_T = \bigcup_{l=1}^T \Theta = \{1_1, 1_2, \ldots, 1_T, 2_1, \ldots, 2_T, \ldots, K_1, \ldots, K_T\},
$$

$$
\hat{\psi} = \psi_\eta \times_o \hat{\psi}_o(T) \text{ where } \hat{\psi}_o(T) = \{(x_1, \ldots, x_T) \in \mathbb{R}^T | \exists v \in \psi_o \text{ s.t. } x_1 = x_2 = \cdots = v\} \text{ for each } o \in \Theta \text{ (per the finite grid assumption),}
$$

$$
f_{\hat{\psi}}(v_\eta, v_1, \ldots, v_2, \ldots, v_{K_1}, \ldots, v_{K_T}) = f_v(v_\eta, v_1, v_2, \ldots, v_{K_1})
$$

for each $(v_\eta, v_1, \ldots, v_2, \ldots, v_{K_1}, \ldots, v_{K_T}) \in \hat{\psi}'$, $\alpha$, and $N$. In this case, players’ true values are defined directly on $\hat{\Theta}_T = \{\eta\} \cup \hat{\Theta}_T$ (by treating copies of objects identically), rather than on $\Theta'$ and then extended.\footnote{We give the replication extension to avoid the technical challenges of modifying players types to account for growth in the number of copies in the $T$-replication case.} It is clear that players may have the same true values in the $T$-replication case and the replication extension when $T = \psi(N)$.

When $T = \psi(N)$, there is a natural bijection between the type-spaces of these environments: (i) a player’s type is $(v_\eta, v_1, v_2, \ldots, v_K)$ in the replication
extension if and only if her type in the $T$-replication case is

$$(\eta, v_1, \ldots, v_1, v_2, \ldots, v_2, \ldots, v_K, \ldots, v_K)$$

$T$ copies $T$ copies $T$ copies

and (ii) a player’s type is $\preceq$ in the replication extension if and only if her type in the $T$-replication case is $\preceq'$, where $\preceq$ and $\preceq'$ are such that, for any $o, o' \in \mathcal{O}$ and any $l, l' \in \{1, \ldots, T\}$, we have (i) $o \preceq o'$ if and only if $o_l \preceq o'_l$, and (ii) $o \npreceq o'$ if and only if $o_l \npreceq o'_l$. Let $h : \Theta \to \hat{\Theta}$ denote this bijection, where $\Theta$ denotes the replication extension type-space and $\hat{\Theta}$ denotes the $T$-replication case type-space. It is clear that player $i$ with type $\theta_i$ has the same expected true values and payoffs in the replication extension as she does in the $T$-replication case when her type is $h(\theta_i)$ and vice versa. (Also, let $h(\theta_1, \theta_2, \ldots, \theta_N) = (h(\theta_1), h(\theta_2), \ldots, h(\theta_N))$ and $h(r_1, r_2, \ldots, r_N) = (h(r_1), \ldots, h(r_N))$ for any $(\theta_1, \ldots, \theta_N)$ or $(r_1, \ldots, r_N)$ in $\Theta^N$.)

The payoff equivalence implies that if player $i$, with type $\theta_i$, makes report $r_i$ to the Simple Mechanism in the replication extension, then she has the same payoff to the mechanism as in the $T$-replication case when she has type $h(\theta_i)$ and makes report $h(r_i)$ to the mechanism. In symbols, $U_i^{MS}(r_i|\theta_i) = \hat{U}_i^{MS}(h(r_i)|h(\theta_i))$ for all $r, \theta_i \in \Theta$ and each player $i$ when $T = \psi(N)$, where $U_i^{MS}(r_i|\theta_i)$ denotes player $i$’s payoff, given her type $\theta_i \in \Theta$, to making report $r_i \in \Theta$ to the Simple Mechanism in the replication extension and (in an abuse of notation) $\hat{U}_i^{MS}(r'_i|\theta'_i)$ denotes $i$’s payoff, given her type $\theta'_i \in \hat{\Theta}$, to making report $r'_i \in \hat{\Theta}$ to the Simple Mechanism in the $T$-replication case.

To better understand this equivalence, suppose an arbitrary player $k$ reports $r_k$ to the Simple Mechanism in the replication extension and $h(r_k)$ in the $T$-replication case. If these reports were her types, it is evident that her expected true values would be the same in both environments. Thus, the Simple Mechanism estimates she has the same payoff in both environments. It follows that, for any joint vector of players’ reports $r$ in the replication extension, the mechanism has the same objective function and thus randomizes over the same pure assignments as in the $T$-replication case when players report $h(r)$. Given this, given the payoff equivalence, and given the fact that each joint vector of types $\theta$ in the replication extension has the same probability as the joint type vector $h(\theta)$ in the $T$-replication case (and vice versa), it is straightforward to show that $U_i^{MS}(r_i|\theta_i) = \hat{U}_i^{MS}(h(r_i)|h(\theta_i))$ for each player $i$. 
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and each $r_i, \theta_i \in \Theta$.\textsuperscript{43}

**Proof of Proposition 4.** To establish the first part of the proposition, it suffices to provide an example where every interim efficient and symmetric mechanic is not $\varepsilon$-Bayesian incentive compatible. We do this in Example A (below), while further elaborating on the intuition for the failure of $\varepsilon$-Bayesian incentive compatibility.

Fix $\varepsilon > 0$ and consider player $i$. To establish the second part of the proposition, it suffices to show that there are (i) a linking function $\bar{\psi}$ and (ii) a $\bar{N}$ such that $\max_{r_i \in \Theta} U_i^{MS}(r_i|\theta_i) \leq U_i^{MS}(\theta_i|\theta_i) + \varepsilon$ for all $N \geq \bar{N}$ for each $\theta_i \in \Theta$ in the replication extension. (This is sufficient because all players with the same type have the same payoff.)

To do this, first consider the $T$-replication case. Since this case is a version of the baseline model, Proposition 3 holds and gives there is some $N_T$ such that $\max_{r_i \in \Theta} \bar{U}_i^{MS}(r_i|\theta_i) \leq \bar{U}_i^{MS}(\theta_i|\theta_i) + \varepsilon$ for all $N \geq N_T$ for each $\theta_i \in \bar{\Theta}$. Thus, there is a sequence of thresholds $N_1, N_2, \ldots, N_T, \ldots$ that ensure $\varepsilon$-Bayesian incentive compatibility in the $1, 2, \ldots, T, \ldots$ replication cases respectively. It is without loss to suppose $N_1 < N_2 < \cdots < N_T < \cdots$. We use this sequence of thresholds to construct $\bar{\psi}$ as follows,

$$
\bar{\psi}(n) = \begin{cases} 
1 & \text{if } n < N_2 \\
2 & \text{if } N_2 < n \leq N_3 \\
\vdots & \vdots \\
T & \text{if } N_T < N \leq N_{T+1} \\
\vdots & \vdots 
\end{cases}
$$

It is evident that this function is weakly monotone on $\mathbb{N}$ and strictly monotone on an infinite sub-set of $\mathbb{N}$, implying $\lim_{n \to \infty} \bar{\psi}(n) = \infty$.

Returning to the replication extension, when the number of copies of each object is determined by $\bar{\psi}(N)$, we claim that $\bar{N} = N_1$ is the required threshold. To see this, pick some number of players $N \geq \bar{N}$ and observe that $N \in [N_{T'}, N_{T'+1})$ for some $T' \geq 1$. Since (i) $\max_{r_i \in \Theta} \bar{U}_i^{MS}(r_i|\theta_i) \leq \bar{U}_i^{MS}(\theta_i|\theta_i) + \varepsilon$ for each $\theta_i \in \bar{\Theta}$ in the $T'$-replication case and since (ii)

$$
U_i^{MS}(r_i|\theta_i) = U_i^{MS}(h(r_i)|h(\theta_i))
$$

\textsuperscript{43} We formally establish this equality in the Online Appendix.
for all \( r_i, \theta_i \in \Theta \) because \( \bar{\Psi}(N) = T' \), we have, \[
\max_{r_i \in \Theta} U_i^{MS}(r_i | \theta_i) = \max_{r_i \in \Theta} U_i^{MS}(h(r_i) | h(\theta_i)) \leq \bar{U}_i^{MS}(h(\theta_i) | h(\theta_i)) + \varepsilon = U_i^{MS}(\theta_i | \theta_i) + \varepsilon,
\]
for each \( \theta_i \in \Theta \) in the replication extension. \( \square \)

**Example A.** Failure of \( \varepsilon \)-Bayesian Incentive Compatibility with an Arbitrary Linking Function.

Suppose there are \( N \geq 2 \) players and there is a single object \( o \) with \( \psi(N) = \lceil N/2 \rceil \) copies. Further, suppose \( \psi = \{0\} \times \{\frac{1}{2}, 1\} \), with \( f_v(\cdot) = \frac{1}{2} \) and \( \alpha = 1 \). That is, players observe their values and there are two equally likely types of players: type “As” who have values \( (v_\eta, v_o) = (0, 1) \) and type Bs who have values \( (v_\eta, v_o) = (0, \frac{1}{2}) \).

After receiving reports, it is evident that any interim efficient mechanism assigns the object to type A reporters before assigning any remaining copies to type B reporters. Furthermore, it is readily verified that any symmetric mechanism endows each type A reporter with the same probability of receiving a copy of the object, likewise for each type B reporter. Let \( M \) denote an interim efficient and symmetric mechanism.

To show that there is no symmetric, interim efficient, and \( \varepsilon \)-Bayesian incentive compatible mechanism in this example, focus on the truth-telling incentives player for 1 when she is a type B. Let \( A_l \) be the event there are \( l \in \{0, 1, \ldots, N - 1\} \) other players who are type A. If all other players report truthfully, then given \( l \) the probability a type A gets an object is \( \frac{\min\{\lceil N/2 \rceil, l\}}{N - l} \) and the probability a type B gets an object is \( \frac{\max\{\lceil N/2 \rceil - l, 0\}}{N - l} \).\(^{44}\) Thus, player 1’s payoff to telling the truth to \( M \) is

\[
U_1^M(B | B) = \frac{1}{2} \sum_{l=0}^{N-1} \frac{\max\{\lceil N/2 \rceil - l, 0\}}{N - l} \left( \begin{array}{c} N - 1 \\ l \end{array} \right) \left( \frac{1}{2} \right)^{N-l},
\]

where \( \left( \begin{array}{c} N - 1 \\ l \end{array} \right) \left( \frac{1}{2} \right)^{N-l} \) is the probability of \( l \) type A players and \( N - l \) type B players. Alternatively, if player 1 were to lie and report she is a type A, she

\(^{44}\) When there are \( l \) type As and \( \lceil N/2 \rceil \) objects, either (i) every type A gets an object with certainty or (ii) they enter into a uniform lottery for these objects (by symmetry). After the type As are assigned, there are \( \max\{\lceil N/2 \rceil - l, 0\} \) objects for the type Bs, so either (i’) every type B get an object with certainty or (ii’) the type Bs enter a uniform lottery for the remaining objects. Thus, \( \frac{\min\{\lceil N/2 \rceil, l\}}{N - l} \) is the probability a type A is assigned the object and \( \frac{\max\{\lceil N/2 \rceil - l, 0\}}{N - l} \) is the probability a type B is assigned an object (since player 1 is a type B).
would get the object with probability \( \min \{\lfloor N/2 \rfloor, l+1 \} \) given \( l \). Thus, her payoff to lying to \( M \) is

\[
U^M_1(A|B) = \frac{1}{2} \sum_{l=0}^{N-1} \frac{\min\{\lfloor N/2 \rfloor, l+1 \}}{l+1} \binom{N-1}{l} \left( \frac{1}{2} \right)^{N-1}.
\]

Hence, player 1’s gain to lying is

\[
U^M_1(A|B) - U^M_1(B|B) = \frac{1}{2} \sum_{l=0}^{N-1} \left( \frac{\min\{\lfloor N/2 \rfloor, l+1 \}}{l+1} - \frac{\max\{\lfloor N/2 \rfloor - l, 0 \}}{N-l} \right) \binom{N-1}{l} \left( \frac{1}{2} \right)^{N-1} =
\]

\[
= \frac{1}{2} \sum_{l=0}^{\lfloor N/2 \rfloor - 1} \left( \frac{\lfloor N/2 \rfloor - l}{N-l} \right) \binom{N-1}{l} \left( \frac{1}{2} \right)^{N-1} + \frac{1}{2} \sum_{l=\lfloor N/2 \rfloor}^{N-1} \left( \frac{\lfloor N/2 \rfloor}{l+1} \right) \binom{N-1}{l} \left( \frac{1}{2} \right)^{N-1}.
\]

It is clear that player 1 always gains from lying; this is illustrated in Figure A.1, which plots the value of this difference for \( N \) from 2 to 500. In fact, algebra shows (i) that the difference is always at least \( \frac{1}{4} \) and (ii) that \( \lim_{N \to \infty} U^M_1(A|B) - U^M_1(B|B) = \frac{1}{2} \). In other words, not only does player 1 gain a strictly positive, minimum amount from lying, but her gain actually increases with the number of players! It follows that, any symmetric and interim efficient mechanism \( M \) is not \( \varepsilon \)-Bayesian incentive compatible. The intuition for this outcome is that, with high probability, there are approximately as many objects as there are type A players. Thus, any symmetric and interim efficient mechanism typically assigns (almost) all of the objects to the type As, leaving few to none for the type Bs. Thus, a type B can obtain the object with high probability by lying. All of this is possible because replication negates competition for the object among the type As. If competition were present among the type As, then a type B’s gains to lying would evaporate and \( \varepsilon \)-Bayesian incentive compatibility would obtain (since no type A has incentive to lie). △

**Example B.** \( \varepsilon \)-Bayesian Incentive Compatibility when Replication Occurs Slowly.
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$U^M_1(A|B) - U^M_1(B|B)$ for $N \in \{2,3,\ldots,500\}$

Consider the same setup as Example A, but instead suppose that $\psi(N) = \lfloor \ln(N)/2 \rfloor$ and $N \geq 8$. Then, algebra shows that player 1’s gain to lying to the Simple Mechanism is

$$U^{MS}_1(A|B) - U^{MS}_1(B|B) = \frac{1}{2} \sum_{l=0}^{N-1} \left( \frac{\min\{\lfloor \ln(N)/2 \rfloor, l+1\}}{l+1} - \frac{\max\{\lfloor \ln(N)/2 \rfloor - l, 0\}}{N-l} \right) \binom{N-1}{l} \left( \frac{1}{2} \right)^{N-1}.$$  

While this difference is initially positive, it is evident that it shrinks to zero as $N \to \infty$. This behavior is illustrated in Figure A.2 which plots the gain to lying for $N$ from 8 to 500. The intuition is that, unlike in Example A, the number of objects increases sufficiently slowly so that competition intensifies among the type A’s, limiting player 1’s and thus any type B’s gain to misrepresentation. Since no type A player has incentive to lie, $\varepsilon$-Bayesian incentive compatibility obtains. △
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$^{45}$ We take $N \geq 8$ so that $\psi(N) \geq \lfloor \ln(8)/2 \rfloor = 1.$
Figure 2: Example B, $U_1^{MS}(A|B) - U_1^{MS}(B|B)$ for $N \in \{8, 9, \ldots, 500\}$
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ABSTRACT

We consider house allocation with existing tenants in which each agent has dichotomous preferences. We present strategyproof, polynomial-time, and (strongly) individually rational algorithms that satisfy the maximum number of agents. For the endowment only model, one of the algorithms also returns a core-stable allocation.
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1. INTRODUCTION

Principled allocation of resources is a central problem faced by society. We consider an allocation setting in which there is a set of agents \( N = \{1, \ldots, n\} \), a set of houses \( H = \{h_1, \ldots, h_m\} \), each agent owns at most one and possibly zero houses from \( H \) and there may be houses that are not owned by any agent. In the literature the setting is termed as house allocation with existing tenants (Abdulkadiroğlu & Sönmez, 1999; Sönmez & Ünver, 2010). If each agent owns exactly one house and each house is owned by some agent, the setting is equivalent to the housing market setting (D. J. Abraham et al., 2005; Aziz & de Keijzer, 2012; Ma, 1994; Plaxton, 2013; Shapley & Scarf, 1974).
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If no agent owns a house, the setting is equivalent to the house allocation model (Hylland & Zeckhauser, 1979; Svensson, 1994).

The setting captures various allocations settings including allocation of dormitory rooms as well as kidney exchange markets. We consider housing market with existing tenants setting with the assumption that each agent has dichotomous preferences with utility zero or one.

Dichotomous preferences are prevalent in many settings. A kidney may either be compatible or incompatible for a patient. A dormitory room may be within budget or outside budget for a student. Bogomolnaia & Moulin (2004) give numerous other examples where dichotomous preferences make sense in allocation and matching problems. Interestingly, since dichotomous preferences require indifference in preferences, they are not covered by many models considered in the literature that assume strict preferences (Abdulkadiroğlu & Sönmez, 1999; Sönmez & Ünver, 2010). If a house is acceptable, we will refer to it as an acceptable house. If an agent gets a house that is acceptable, we will say that the agent is satisfied.

For the setting, we study how to allocate the houses to the agents in a desirable manner. There are several properties that capture how to allocate resources in a desirable manner. We consider the standard normative properties in market design: (i) Pareto optimality: there should be no other allocation in which each agent is at least as happy and at least one agent is strictly happier (ii) individual rationality (IR): no agent should have an incentive to leave the allocation program (iii) strategyproofness: no agent should have an incentive to misreport his preferences. We also consider a stronger notion of individual rationality that requires that either an agent keeps his endowment or gets some house that is strictly better. Finally, we consider a property stronger than Pareto optimality: maximizing the number of agents who are satisfied.

If we rephrase dichotomous preferences in terms of 1-0 utilities, the goal is equivalent to maximizing social welfare. Under 1-0 utilities, an allocation maximizes welfare if a maximum number of agents get utility 1 or in other words a maximum number of agents are satisfied. Throughout the paper, when we refer to (utilitarian) welfare, we will assume that the underlying cardinal utilities are 1-0.

The main results are as follows:

**Theorem 1.** For house allocation with existing tenants with dichotomous preferences, there exists an algorithm (MSIR) that is polynomial-time, strategyproof, and allocates acceptable houses to a maximum number of agents.
subject to strong individual rationality. In the endowment setting in which each house is initially owned by an agent, the algorithm is core stable.

**Theorem 2.** For house allocation with existing tenants with dichotomous preferences, there exists an algorithm (MIR) that is polynomial-time, strategyproof, allocates acceptable houses to a maximum number of agents, and is Pareto optimal.

### 2. RELATED WORK

House allocation with existing tenants model was introduced by Abdulkadiroğlu & Sönmez (1999). They assumed that agents have strict preferences and introduced mechanisms that are individually rational, Pareto optimal and strategyproof. The results do not apply to the setting with dichotomous preferences.

In the restricted model of housing markets, Jaramillo & Manjunath (2012) proposed a mechanism called TCR that is polynomial-time, IR (but not S-IR), Pareto optimal and strategyproof even if agents have indifferences. The results also apply to housing markets under dichotomous preferences. The MIR and MSIR mechanisms are relatively simpler and the arguments for their properties are simple and direct as well.

Another natural approach to allocation problems is to satisfy the maximum number of agents by computing a maximum weight matching. However, such an approach violates individual rationality. Krysta et al. (2014) proposed algorithms for house allocation with 1-0 utility. However their algorithms are for the model in which agents do not have any endowment.

For kidney exchange with 1-0 utilities, D. Abraham et al. (2007) and Biro et al. (2009) presented an algorithm that is strongly individually rational and satisfies the maximum number of agents. The algorithm does not cater for the cases where agents own acceptable houses, or there may be houses that are not owned by any agents. Furthermore, they did not establish strategyproofness or core stability of their mechanism.

### 3. PRELIMINARIES

Let $N = \{1, \ldots, n\}$ be a set of $n$ agents and $H = \{h_1, \ldots, h_m\}$ a set of $m$ houses. The endowment function $e : N \to H \cup \{\text{null}\}$ assigns to each agent the house he originally owns. The value $e(i)$ is null if agent $i$ does not own a house.
Each agent has complete and transitive preferences $\succeq_i$ over the houses and $\succeq = (\succeq_1, \ldots, \succeq_n)$ is the preference profile of the agents. The housing market is a quadruple $M = (N, H, e, \succeq)$. For $S \subseteq N$, we denote $\bigcup_{i \in S} \{e(i)\}$ by $e(S)$. A function $x : S \rightarrow H$ is an allocation on $S \subseteq N$ that allocates house $x(i)$ to agent $i \in N$. The goal is to allocate the houses in a mutually beneficial and efficient way.

Since we consider dichotomous preferences, we will denote by $A_i$ the set of houses acceptable by $i \in N$. These houses are acceptable to $i$ whereas the other houses are unacceptable to $i$. Agent $i$ is satisfied when he gets an acceptable house. Since we consider welfare as well, we will assume that acceptable houses give utility one to the agent and unacceptable houses give utility zero. Hence getting an unacceptable house is equivalent to not getting a house.

An allocation $x$ is individually rational (IR) if $x(i) \succeq_i e(i)$ for all $i \in N$. IR requires that an agent endowed with an acceptable house is allocated an acceptable house. An allocation $x$ is strongly individually rational (S-IR) if $x(i) = e(i)$ or $x(i) \succ_i (e(i))$ for all $i \in N$. SIR requires that an agent only changes his house if he gets a strictly more preferred house.

A coalition $S \subseteq N$ blocks an allocation $x$ on $N$ if there exists an allocation $y$ on $S$ such that for all $i \in S$, $y(i) \in e(S)$ and $y(i) \succ_i x(i)$. An allocation $x$ on $N$ is in the core ($C$) of market $M$ if it admits no blocking coalition. An allocation that is in the core is also said to be core stable. A coalition $S \subseteq N$ weakly blocks an allocation $x$ on $N$ if there exists an allocation $y$ on $S$ such that for all $i \in S$, $y(i) \in e(S)$, $y(i) \succeq_i x(i)$, and there exists an $i \in S$ such that $y(i) \succ_i x(i)$. An allocation $x$ on $N$ is in the strict core (SC) of market $M$ if it admits no weakly blocking coalition. An allocation that is in the strict core is also said to be strict core stable. An allocation is Pareto optimal (PO) if $N$ is not a weakly blocking coalition. It is clear that strict core implies core and also Pareto optimality. Core implies individual rationality.

From now on we will assume 1-0 utilities for all the statements.

**Example 1.** Consider a house allocation with existing tenants setting:

- $N = \{1, 2, 3, 4, 5\}$;
- $H = \{h_1, h_2, h_3, h_4\}$;
- $e(i) = h_i$ for $i \in \{1, \ldots, 4\}$; $e(5) = \text{null}$
- $A_1 = \{h_2\}$; $A_2 = \{h_3\}$; $A_3 = \{h_1\}$, $A_4 = \{h_3\}$, $A_5 = \{h_4\}$
A feasible S-IR outcome is allocation $x$ such that $x(1) = h_2$, $x(2) = h_3$, $x(3) = h_1$, $x(4) = h_4$, and $x(5) = \text{null}$.

A feasible IR and Pareto optimal outcome is allocation $y$ such that $y(1) = h_2$, $y(2) = h_3$, $y(3) = h_1$, $y(4) = \text{null}$, and $y(5) = h_4$.

It is obvious that S-IR implies IR. We also observe the following.

**Proposition 1.** An allocation that maximizes welfare subject to S-IR may have less welfare than an allocation that maximizes welfare subject to IR.

**Proof.** Consider the setting in which there are two agents and both agents have zero value houses but one agent wants the other agent’s house. The only feasible S-IR allocation is the endowment allocation whereas there exists an IR allocation in which one agents gets an acceptable.

\[Q.E.D.\]

4. **MECHANISMS**

We present two mechanisms: MSIR and MIR. MSIR satisfies the maximum number of agents subject to the S-IR constraint. MIR satisfies the maximum number of agents subject to the IR constraint. Both mechanisms are based on constructing a bipartite graph that admits a perfect matching and repeatedly modifying the graph while still ensuring that the graph still has a maximum weight perfect matching. The mechanisms are parametrized by a permutation $\pi$ that is a function $\pi : N \rightarrow N$. The function specifies an ordering of the agents in $N$ so that $\pi(j)$ is the $j$-th agent in the ordering.

4.1. **The MSIR Mechanism**

The MSIR mechanism is specified as Algorithm 1.

**Example 2.** Let us illustrate how the MSIR mechanism works on the setting in Example 1. Suppose $\pi = 12345$. First we form a graph in Figure 1. We find a perfect matching that satisfies the most number of agents subject to S-IR. Such a matching can satisfy at most 3 agents. We go through permutation 12345 and check whether there exists a matching that satisfies 3 agents, does not violate S-IR, satisfied the guarantees of previous agents in the permutation, and still satisfies the current agent in the permutation. If yes, that agent is guaranteed to be satisfied from now. After agents 1, 2, and 3 are processed, we know that 1 should get $h_2$, 2 should get $h_3$ and 3 should get $h_1$. S-IR requires that 4 and
Algorithm 1 MSIR

**Input:** \((N,H,(A_1,\ldots, A_n),e)\)

**Output:** Allocation \((x(1),\ldots, x(n))\)

1. Consider weighted graph \(G = (A \cup B, E, w)\). Set \(k\) to \(|n-m|\). If \(m > n\), then \(A = N \cup D_N\) where \(D_N = \{d_1, \ldots, d_k\}\). If \(n > m\), then \(B = H \cup D_H\) where \(D_H = \{o_1, \ldots, o_k\}\). If \(n = m\), then \(A = N\) and \(B = H\).

   \(E\) is defined as follows:

   - For each \(a \in N\) and \(b = e(a)\), add \(\{a,b\} \in E\) with \(w(\{a,b\}) = 0\) if \(b \notin A_a\) and \(w(\{a,b\}) = 1\) if \(b \in A_a\).

   - For each \(a \in N\) such that \(e(a) \neq null\), \(e(a) \notin A_a\), and each \(b = H \setminus \{e(a)\}\) such that \(b \in A_a\), add \(\{a,b\} \in E\) with \(w(\{a,b\}) = 1\).

   - For each \(a \in N\) such that \(e(a) = null\) and each \(b \in B\), add \(\{a,b\} \in E\) with \(w(\{a,b\}) = 0\) if \(b \notin A_a\) and \(w(\{a,b\}) = 1\) if \(b \in A_a\).

   - For each \(b \in D_H\) and each \(a \in \{a \in N : e(a) = null\}\), add \(\{a,b\} \in E\) with \(w(\{a,b\}) = 0\).

   - For each \(a \in D_N\) and each \(b \in B\), add \(\{a,b\} \in E\) with \(w(\{a,b\}) = 0\).

   \{Note that if an agent has an acceptable endowment, then he only has an edge to his endowment. An agent with an unacceptable endowment only has edges with his endowment as well as the acceptable houses.\}

2. Compute a maximum weight perfect matching of \(G\). Let the weight of the matching be \(W\).

3. Take a permutation (ordering) \(\pi\) of the elements in \(N\). Denote by \(\pi(i)\) the \(i\)-th element in the ordering.

4. for \(i=1\) to \(n\) do

5. \hspace{1em} Set \(t_{\pi(i)}\) to 1.

6. \hspace{1em} Remove from \(G\) each edge \(\{\pi(i), b\} \in E\) such that \(w(\{\pi(i), b\}) = 0\). Compute a maximum weight perfect matching of \(G\). If the weight is less than \(W\) or if there does not exist a perfect matching, then put back the removed edges and set \(t_{\pi(i)}\) to 0. \{Variable \(t_{\pi(i)}\) keeps track of whether agent \(\pi(i)\) should get an acceptable house or not.\}

7. end for

8. Compute a maximum weight perfect matching \(M\) of \(G\). Consider the allocation \(x\) in which each agent \(i \in N\) gets a house that it is matched to in \(M\). If \(i \in N\) is matched to a dummy house, its allocation is null.

9. return \((x(1), \ldots, x(n))\)

5 do not get any new house. Hence the result is the same as allocation \(x\) in Example 1.
Figure 1: Initial graph $G$ when running MSIR over the instance in Example 1. The solid edges have weight 1 whereas the dotted edges have weight 0. A perfect matching with the maximum weight has weight 3.

**Proposition 2.** MSIR runs in polynomial-time.

*Proof.* The graph $G$ has $O(n + m)$ vertices. The graph is modified at most $O(n)$ times. Each time, a maximum weight perfect matching is computed that takes polynomial time $|V(G)|^3$ (Korte & Vygen, 1999).

**Proposition 3.** MSIR returns an allocation that is S-IR.

*Proof.* Throughout the algorithm, we make sure that $G$ admits a perfect matching. If a modification to $G$ leads to a lack of a perfect matching, then such a modification is reversed. An agent with an endowment only has an edge to his endowment or to an acceptable house. Therefore while a perfect matching exists, an agent with a non-null endowment cannot be matched to an unacceptable house other than his endowment. Thus MIR returns an allocation that is S-IR.

**Proposition 4.** MSIR returns an allocation that satisfies the maximum number of agents subject to S-IR.

*Proof.* Throughout the algorithm, we make sure that $G$ admits a perfect matching which ensures that the corresponding allocation satisfies S-IR. An agent
with an acceptable endowment does not have an edge to any other house so he has to be allocated his endowment. An agent with an unacceptable endowment either has an edge to his endowment and to houses that are acceptable. Hence, in a perfect matching, the agent either gets his endowment or an acceptable house. Given this condition, we compute the maximum weight perfect matching. This implies that the corresponding allocation satisfies the maximum number of agents under the S-IR constraint. \hfill \square

**Corollary 1.** MSIR returns an allocation that is Pareto optimal among the set of S-IR allocations.

*Proof.* Assume for contradiction that the MSIR allocation is Pareto dominated by an S-IR allocation. But this means that the MSIR allocation does not satisfy the maximum number of agents. \hfill \square

**Proposition 5.** MSIR is strategyproof.

*Proof.* MSIR returns a perfect matching of weight $W$. During the running of MSIR, each time a modification is made to the graph $G$, it is ensured that $G$ admits a perfect matching of weight $W$. Assume for contradiction that MSIR is not strategyproof and some agent $i \in N$ with turn $k$ in permutation $\pi$ gets a more preferred house when he misreports. This means that agent $i$ gets an unacceptable house when he reports the truthful preference $A_i$. Let the allocation be $x$. This implies that in permutation $\pi$, when $i$’s turn comes, there exists no feasible maximum weight perfect matching of weight $W$ in which $i$ gets an acceptable house and each agent $\pi(j)$ preceding $i$ in permutation $\pi$ gets $t_{\pi(j)}$ acceptable houses. Since $i$ can get a more preferred house by misreporting, $i$ gets an acceptable house if he reports $A'_i$. Let such an allocation be $x'$. Note that $x'$ is a feasible maximum weight perfect matching even when $i$ tells the truth and even if each agent $\pi(j)$ preceding $i$ in permutation $\pi$ gets $t_{\pi(j)}$ acceptable houses. But this is a contradiction because there does exist a feasible maximum weight perfect matching of weight $W$ in which $i$ gets an acceptable house and each agent preceding $i$ in permutation $\pi$ gets $t_{\pi(j)}$ acceptable houses. \hfill \square

**Lemma 1.** For 1-0 utilities, any S-IR welfare maximizing allocation is core stable.

*Proof.* Suppose that there is a blocking coalition $S$. It can only consist of agents who did not get an acceptable house in the allocation. S-IR implies that
agents who originally own an acceptable house keep the acceptable house. If an agent $i \in N$ is in $S$ who does not originally own any house, he cannot be part of $S$ because he has nothing to give to other agents, so other agents can satisfy each other without letting $i$ be a member of $S$. Therefore, $S$ consists of those agents who owned an unacceptable house and are allocated an unacceptable house. Due to S-IR, agents in $S$ are allocated their own house. Now if $S$ admits a blocking coalition this implies that the S-IR welfare maximizing allocation was not S-IR welfare maximizing which is a contradiction.

In view of the lemma, we derive the following statement.

**Proposition 6.** MSIR returns an allocation that is core stable.

### 4.2. The MIR Mechanism

The MIR mechanism is specified as Algorithm 2. The main difference between MIR and MSIR is that we impose the less restrictive IR constraint for MIR rather than the S-IR constraint. In MIR, an agent who owns an acceptable house is willing to get some other acceptable house. If the agent owns an unacceptable house, he is willing to give that house to someone else even if he does not get an acceptable house in return.

**Example 3.** Let us illustrate how the MIR mechanism works on the setting in Example 1. Suppose $\pi = 12345$. First we form a graph in Figure 2. We then find a perfect matching that satisfies the most number of agents subject to IR. Such a matching can satisfy at most 4 agents. We go through permutation 12345 and check whether there exists a matching that satisfies 4 agents, does not violate IR, satisfies the guarantees of the previous agents in the permutation, and still satisfies the current agent in the permutation. If yes, we require that agent to be satisfied. After agents 1, 2, and 3 are processed, we know that 1, 2, and 3 can be satisfied by giving them $h_2$, $h_3$, and $h_1$ respectively. Agent 4 cannot be satisfied while requiring agents 1, 2, and 3 to be satisfied. The last agent 5 can be satisfied without violating IR or resulting in some agent among 1, 2, and 3 to be not satisfied. The outcome is the same as allocation $y$ in Example 1.

**Proposition 7.** MIR runs in polynomial-time.
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Figure 2: Initial graph $G$ when running MIR over the instance in Example 1. The solid edges have weight 1 whereas the dotted edges have weight 0. A perfect matching with the maximum weight has weight 4.

Proof. The graph $G$ has $O(n + m)$ vertices. The graph is modified at most $O(n)$ times. Each time, a maximum weight perfect matching is computed that takes time $|V(G)|^3$ (Korte & Vygen, 1999).

Proposition 8. MIR returns an allocation that is IR.

Proof. Throughout the algorithm, we make sure that $G$ admits a perfect matching. If a modification to $G$ leads to a lack of a perfect matching, then such a modification is reversed. An agent with an acceptable endowment only has an edge to his endowment or to other acceptable houses. Therefore while a perfect matching exists, an agent with an acceptable endowment can only be matched to an acceptable house. Thus MIR returns an allocation that is IR.

Proposition 9. MIR returns an allocation that satisfies the maximum number of agents subject to IR.

Proof. Throughout the algorithm, we make sure that $G$ admits a perfect matching which ensures that the corresponding allocation satisfies IR. Given this condition, we compute the maximum weight perfect matching. This implies that the corresponding allocation satisfies the maximum number of agents under the IR constraint.
Algorithm 2 MIR

\begin{itemize}
  \item For each \( a \in N \) and \( b = e(a) \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 0 \) if \( b \notin A_a \) and \( w(\{a, b\}) = 1 \) if \( b \in A_a \).
  \item For each \( a \in N \) and each \( b \in H \setminus \{e(a)\} \) such that \( b \in A_a \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 1 \).
  \item For each \( a \in N \) such that \( e(a) = \text{null} \) and each \( b \in B \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 0 \) if \( b \notin A_a \) and \( w(\{a, b\}) = 1 \) if \( b \in A_a \).
  \item For each \( a \in N \) such that \( e(a) = h \) and \( h \notin A_a \) and each \( b \in B \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 0 \) if \( b \notin A_a \) and \( w(\{a, b\}) = 1 \) if \( b \in A_a \).
  \item For each \( b \in D_H \) and each \( a \in \{a \in N : e(a) \notin A_a\} \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 0 \).
  \item For each \( a \in D_N \) and each \( b \in B \), add \( \{a, b\} \in E \) with \( w(\{a, b\}) = 0 \).
\end{itemize}

{Note that if an agent has an acceptable endowment, he only has edges with acceptable houses. An agent with an unacceptable endowment has an edge to every \( b \in B \).}

2 Compute a maximum weight perfect matching of \( G \). Let the weight of the matching be \( W \).

3 Take a permutation (ordering) \( \pi \) of the elements in \( N \). Denote by \( \pi(i) \) the \( i \)-th element in the ordering.

4 \textbf{for} \( i=1 \) to \( n \) \textbf{do}

5 \hspace{1em} Set \( t_{\pi(i)} \) to 1.

6 \hspace{1em} Remove from \( G \) each edge \( \{\pi(i), b\} \in E \) such that \( w(\{\pi(i), b\}) = 0 \). Compute the maximum weight perfect matching of \( G \). If the weight is less than \( W \) or if there does not exist a perfect matching, then put back the removed edges and set \( t_{\pi(i)} \) to 0. \{Variable \( t_{\pi(i)} \) keeps track of whether agent \( \pi(i) \) should get an acceptable house or not.\}

7 \textbf{end for}

8 Compute a maximum weight perfect matching \( M \) of \( G \). Consider the allocation \( x \) in which each agent \( i \in N \) gets a house that it is matched to in \( M \). If \( i \in N \) is matched to a dummy house, its allocation is null.

9 \textbf{return} \((x(1), \ldots, x(n))\)
Lemma 2. An allocation that maximizes welfare subject to IR has the same welfare even if IR is not imposed.

Proof. A matching is maximum size if and only if there exist no improving path, which is an alternating path starting from an unmatched agent and ending with an unallocated house (König’s theorem (see e.g., Lovász & Plummer, 2009)). Therefore if the obtained individually rational matching, \( M \), was not maximum size then we could improve its size in such a way that all matched agents in \( M \) remain matched, contradicting with the maximality of \( M \) among IR matchings.

As a result of the lemma, we obtain the following proposition.

Proposition 10. MIR returns an allocation that satisfies the maximum number of agents.

Corollary 2. MIR returns an allocation that is Pareto optimal.

The argument for MIR being strategyproof is exactly the same as that of MSIR being strategyproof.

Proposition 11. MIR is strategyproof.

For housing markets, in contrast to MSIR, MIR may not be core stable.

Proposition 12. For 1-0 utilities, an IR welfare maximizing allocation may not be core stable.

Proof. Consider a four agent setting in which each agent owns a house unacceptable to himself. Agent 2 owns a house that is acceptable to 4 and 1 and agent 1 owns a house that is acceptable to 2 and 3. Consider an allocation in which agent 3 gets 1’s house and 4 gets 2’s house. Such an allocation is IR and satisfies the maximum number of agents. However, it is not core stable because 1 and 2 can form a blocking coalition.

In this paper, two new mechanisms called MSIR and MIR were introduced. See Table 1 for a summary of properties satisfied by the mechanisms for house allocation with existing tenants.
<table>
<thead>
<tr>
<th>Property</th>
<th>MSIR</th>
<th>MIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategyproof</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>S-IR</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>IR</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Core stable</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Pareto optimal</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Max welfare subject to S-IR</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Max welfare subject to IR</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Max welfare</td>
<td>–</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 1: Properties satisfied by mechanisms for house allocation with existing tenants with dichotomous preferences.
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ABSTRACT
This paper makes three advances: 1) It fixes the empty-core problem of the Coase theorem; 2) it provides the smallest upper bound of transaction costs below which the optimal or efficient outcomes can be achieved; and 3) it establishes two mathematical theorems that capture the main insights and major aspects of the Coase theorem. A simpler version of the theorems says that in a coalitional production economy without transaction costs, the maximal payoff will be produced by the optimal firms and be allocated in the always non-empty core.
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1. INTRODUCTION

The Coase theorem is one of the most cited, most debated and most confusing “theorems” in economics.1 One popular version is stated as: Bargaining will lead to a Pareto efficient outcome if transaction costs are sufficiently low,

1 The earliest reference to (or version of) Coase theorem was in Stigler (1966, 113): “The Coase theorem thus asserts that under perfect competition private and social costs will be equal.”
regardless of the initial allocation of property. As in the claim by Regan (1972, 428) that “the Coase theorem is a proposition in the theory of games, and not a proposition about traditional markets or competitive equilibrium,” this paper formalizes the Coase theorem as two mathematical theorems in cooperative games and elevates it to an economic law on non-market transactions that is comparable to Smith’s invisible hand on market transactions.

Precisely, this paper advances the literature on the Coase theorem in three aspects: (i) It fixes the purported empty-core problem of the Coase theorem (Aivazian & Callen, 1981; Coase, 1981); (ii) it provides the smallest upper bound of transaction costs below which the optimal or efficient outcomes can be achieved; and (iii) it establishes two mathematical theorems that capture the main insights and major aspects of the Coase theorem. The mathematical essence of these two theorems is the duality between sub-coalitions’ producing ability (which defines the maximal payoff) and blocking power (which defines the core stability). Such duality reveals that a firm’s shadow value is equal to its balancing weight, and it implies not only the three known theorems for a non-empty usual core but also three new core theorems in coalitional games.

The success in the author’s search for a repair of the empty-core problem is the discovery that maximal profits in the example of Aivazian & Callen (1981), or efficient outcomes in more general cases, are achieved in advanced forms of production or minimal balanced collections of the firms rather than conventional forms of production such as the monopoly or other partitions of the firms.

The rest of the paper is organized as follows. Section 2 provides a fix for the empty-core problem in the example of Aivazian & Callen (1981). Section 3 studies the duality between sub-coalitions’ blocking power and producing ability in coalitional TU (transferable utility) games. Sections 4 and 5 establish the TU and NTU (non-transferable utility) Coase theorems, respectively. Section 6 concludes, and the appendix provides proofs.

2. A FIX FOR THE PURPORTED EMPTY-CORE EXAMPLE OF THE COASE THEOREM

An important study of the Coase theorem was the following empty-core example reported in Aivazian & Callen (1981):
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Example 2.1 There are seven possible firms: $S = 1, 2, 3, 12, 13, 23,$ and $123,$ and their daily profits are: $v(1) = 3000,$ $v(2) = 8000,$ $v(3) = 24000;$ $v(12) = 15000,$ $v(13) = 31000,$ $v(23) = 36000;$ and $v(123) = 40000.$

This is an example of three-person coalitional TU game or three-owner coalitional economy. Its five partitions or conventional market structures are: $B_0 = \{1, 2, 3\},$ $B_1 = \{1, 23\},$ $B_2 = \{2, 13\},$ $B_3 = \{3, 12\},$ and $B_m = \{123\},$ whose total profits satisfy: $\pi(B_0) = v(1) + v(2) + v(3) = 35000 < \pi(B_1) = v(1) + v(23) = \pi(B_2) = \pi(B_3) = 39000 < \pi(B_m) = v(123) = 40000.$ Since a monopoly produces the largest profits among the five partitions, the Coase theorem implies that the monopoly or monopoly merger will be formed. However, this conclusion breaks down after one checks coalitional rationality. Let $x = (x_1, x_2, x_3) \geq 0$ be a split of $\pi(B_m) = 40000.$ Rationality requires that the split has no blocking coalitions, or be in the usual core, or satisfy the following two sets of inequalities:

i) $x_1 \geq v(1) = 3000,$ $x_2 \geq v(2) = 8000,$ $x_3 \geq v(3) = 24000;$

ii) $x_1 + x_2 \geq v(12) = 15000,$ $x_1 + x_3 \geq v(13) = 31000,$ and $x_2 + x_3 \geq v(23) = 36000.$

Adding up the inequalities in (ii) yields $x_1 + x_2 + x_3 \geq (15000 + 31000 + 36000)/2 = 41000 > 40000,$ which contradicts $x_1 + x_2 + x_3 = 40000.$ Thus any split of monopoly profits is blocked by at least one coalition. Consequently, the monopoly cannot be formed so the Coase theorem fails.

Is the above argument false, or could the insight of the Coase theorem possibly be wrong? Telser (1994) observed that “Coase’s elaborate analysis in his comment (1981) fails to come to grip with the issues raised by this example,” and concluded that “The Coase ”theorem” needs much repair when there is an empty core” (see Aivazian & Callen, 2003, for a discussion). Such a serious issue remained unsettled for more than three decades, until this study. To see the repair, move a step deeper inside this coalitional economy, assume that each of the three singleton firms is owned by a full-time worker with 8 hours of labor inputs, and that they produce a homogeneous product called profit from labor by the following linear production functions:

$$f_1(x) = 3000x/8 = 375x,$$  
$$f_2(x) = 1000x,$$  
$$f_3(x) = 3000x,$$  
$$0 \leq x \leq 8;$$

---

2 We simplify $v(\{i\})$ as $v(i),$ $v(\{1, 2\})$ as $v(12).$ Similar simplifications apply to other coalitions.
The singleton, two-member and monopoly firms have 8, 16 and 24 hours of fixed labor inputs, respectively. It is easy to see that these production functions generate the same profits as those in Example 2.1. Now, consider operating each of the three two-party firms at full capacity for 4 hours (or at half capacity for 8 hours), and assume such re-organization of production does not involve any new costs (i.e., zero transaction cost). This can be arranged, for example, in the following sequence: $S = 12$ opens at full capacity from 8:00 a.m.-noon, $S = 13$ from noon-4:00 p.m., and $S = 23$ from 4:00-8:00 p.m. The profits from this new or advanced form of production are truly maximal and are given by

$$mp = f_{12}(8) + f_{13}(8) + f_{23}(8) = [v(12) + v(13) + v(23)]/2 = 41000 > \pi(B_m) = 40000,$$

which exceeds the profits of operating the monopoly at full capacity for 8 hours. Define the new core as the splits of the above $mp$ that are unblocked by all subcoalitions. One can check that the new core of Example 2.1 has a unique vector: $x_1 = 5000, x_2 = 10000, x_3 = 26000$, which is the optimal outcome predicted by the Coase theorem.\(^3\)

Note that the above optimal outcome is achieved when all three firms open for business only half of the time and all three workers have two part-time jobs, instead of one full-time job. This conclusion, not reported in previously literature, will provide a new argument in studying labor theory and production theory.

Now, the repair is to replace conventional forms of production with advanced forms of production, or replace the usual core with the always non-empty new core (or simply, the core), so the Coase theorem is now free of the empty-core problem and will be precisely stated as Theorem 2 (with transferable utility) in section 4 and Theorem 4 (with non-transferable utility) in section 5.

---

\(^3\) Related empty-core problems can be similarly fixed. Consider, for example, the empty-core in Gonzalez et al. (2016), which is caused by adding the democratic and fairness properties in their study of efficiency and neutrality (Calabresi, 1968; Regan, 1972). By replacing the grand coalition’s payoff in their equation (3) with the game’s maximal payoff (i.e., replacing the usual core with the new core), efficiency will always hold, and the Coase theorem will be free of the empty-core problem.
3. THE MAXIMUM OF GENERATED-PAYOFFS AND THE DUALITY IN COALITIONAL TU GAMES

Let $N = \{1, 2, \ldots, n\}$ be the set of players, $\mathbb{N} = 2^N$ be the set of all coalitions. A coalitional TU game (or a game in characteristic form) is given by

$$\Gamma = \{N, v(\cdot)\},$$

which is a set function $v : \mathbb{N} \rightarrow R_+$ with $v(\emptyset) = 0$, specifying a joint payoff $v(S)$ for each coalition $S \subseteq N$. We will refer game (1) as a coalitional economy and a player $i$ as the owner of firm $i$, or as a worker $i$, when the emphasis is on the Coase theorem. We use a lowercase $v$ in $v(\cdot)$ to define the above TU game (1), and an uppercase $V$ in $V(\cdot)$ to define NTU games in section 5.

Let $X(v(N)) = \{x \in R^+_n | \sum_{i \in N} x_i = v(N)\}$ denote the preimputation space or the set of payoff vectors that are splits of $v(N)$. A split $x = (x_1, \ldots, x_n) \in X(v(N))$ satisfies the rationality of a coalition $S \subseteq N$ or is unblocked by $S$ if it gives $S$ no less than $v(S)$ (i.e., $\sum_{i \in S} x_i \geq v(S)$), and is in the usual core if it is unblocked by all $S \neq N$. Denote the usual core of (1) as

$$c_0(\Gamma) = \{x \in X(v(N)) | \sum_{i \in S} x_i \geq v(S) \text{ for all } S \neq N\}.$$  

We use a lowercase $c$ in $c_0(\Gamma)$ to denote the above TU core and an uppercase $C$ in $C_0(\Gamma)$ to denote the NTU core in section 5.

The concept of generated-payoffs is defined by balanced collections of coalitions. Given a collection of coalitions $B = \{T_j \subseteq N | j = 1, \ldots, k\}$ and a player $i \in N$, let $B(i) = \{T \in B | i \in T\}$ denote the subset of coalitions of which $i$ is a member. Then, $B$ is a balanced collection if it has a balancing vector $w = \{w_T | T \in B\} \in R^k_+$ such that $\sum_{T \in B(i)} w_T = 1$ for each $i \in N$.

To see the intuition of a balancing vector, treat game (1) as a coalitional economy as in Example 2.1, where each singleton firm $i$ has one full-time worker or 8 hours of labor inputs. Thus, each firm $S \subseteq N$ will have $8k(S)$ hours of labor inputs or $k(S)$ workers (i.e., $k(S) = |S|$ is the cardinality of $S$), and

---

4 Note that Shapley (1955), not Gillies (1959), was the earliest known paper that defined the core. Zhao (2018) has summarized the early history of the core, from six sources, as: i) Gillies first used the term core during 1952-1953 referring to some intersections of the stable sets, ii) Shapley first formulated core solution during a conversation with Shubik in the same two-year period, and iii) Shapley presented his core solution in Kuhn’s conference (March 1953), three months before Gillies finished his dissertation in June 1953.
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produces a daily profit of $v(S)$ by operating at full capacity for 8 hours, with the following linear production function:

$$f_S(x) = v(S)x/[8k(S)], \quad 0 \leq x \leq 8k(S).$$  \hspace{1cm} (3)

Now, each balanced $B$ with a balancing vector $w$ defines the following form of production:

*Operate each firm $T \in B$ at full capacity for $8w_T$ hours, and produce a profit equal to*

$$gp(B) = \sum_{T \in B} f_T(8w_Tk(T)) = \sum_{T \in B} w_T v(T).$$  \hspace{1cm} (4)

The above operation and its generated payoff $gp(B)$ are feasible because the condition $\sum_{T \in B(i)} w_T = 1$ or balancedness ensures that each worker $i$ works exactly 8 hours (i.e., $i$ works for $8w_T$ hours at each $T$ in $B(i)$). In Example 2.1, the collection $B_5 = \{12, 13, 23\}$ with balancing vector $w = (1/2, 1/2, 1/2)$ yields the payoff $gp(B_5) = [v(12) + v(13) + v(23)]/2 = 41000$.

Thus, balancing weights here are proportions of inputs that each firm $T \in B$ receives from all its owners (or that a worker $i$ allocates to his/her firms in $B(i)$).\(^5\) Such productions represent an advance beyond conventional forms of production or partitions, because they include partitions as special cases and they could, as in Example 2.1, possibly produce higher payoffs. The discovery of such higher payoffs beyond $v(N)$ is the key in our search for a repair for the empty-core problem of the Coase theorem.\(^6\)

A balanced collection is minimal if no proper subcollection is balanced. It is known that a balanced collection is minimal if and only if its balancing vector is unique (Shapley, 1967). Denote the set of all minimal balanced collections (excluding the grand coalition) as

$$\Phi = \{B = \{T_1, \ldots, T_k\} | N \notin B, B \text{ is a minimal balanced collection}\}. \hspace{1cm} (5)$$

---

\(^5\) So far we have three interpretations of the balancing weights: \(i\) percentage of time during which the firm operates; \(ii\) proportion of inputs that the firm receives; and \(iii\) the frequency (or probability) with which the firm forms (or a player joins his/her coalition), assuming that the game is replicated/repeated for a finite number of times (or that uncertainty is added into the game). Other interpretations remain to be discovered.

\(^6\) It is known that the grand coalition’s payoff $v(N)$ might be less than the total payoffs in a non-monopoly partition or in a balanced collection, see Sun et al. (2008) on market games, Bennett (1983) on aspiration-core, and Guesnerie & Oddou (1979) on $c$-core. However, this study is the first to connect with the Coase theorem and treat it as a situation in which non-monopoly firms could produce more than the monopoly does.
In three-person games like Example 2.1, $\Phi$ has five entries: the four non-monopoly partitions, $B_0, B_1, B_2, B_3$, plus $B_5 = \{12, 13, 23\}$. We are now ready to define the maximum of generated-payoffs ($mgp$) and maximal payoffs ($mp$):

**Definition 3.1** Given game (1), $gp(B)$ and $\Phi$ in (4)-(5), $mgp$ and $mp$ are given by

$$
mgp = mgp(\Gamma) = \text{Max}\{gp(B) | B \in \Phi\}, \text{ and } \tag{6}
$$

$$
mp = mp(\Gamma) = \text{Max}\{mgp(\Gamma), \nu(N)\}. \tag{7}
$$

The definition considers only minimal balanced collections because $mgp$ is achieved among minimal balanced collections, just as the optimal value in linear programming is achieved among the extreme points.\(^7\)

The following duality result is the theoretical foundation of our repair for the empty-core problem of the Coase theorem.

**Theorem 3.1** Given game (1), the maximization problem (6) is dual to the following minimization problem for the minimum no-blocking payoff ($mnbp$ Zhao, 2001):

$$
\text{mnbp} = \text{mnbp}(\Gamma) = \text{Min}\{\Sigma_{i \in N} x_i | \Sigma_{i \in S} x_i \geq \nu(S), \text{all } S \neq N\}, \tag{8}
$$

so $mgp(\Gamma) = \text{mnbp}(\Gamma)$ holds.

By the above duality, a firm’s shadow value in (8) is equal to the balancing weight in (6), and the minimal worth of the grand coalition needed to guarantee no-blocking given in (8) is equal to the maximal payoffs produced by sub-coalitions given in (6). Because $mnbp$ represents sub-coalitions’ power to block proposed splits of $\nu(N)$ (Zhao, 2001),\(^8\) $mgp$ represents their ability to produce payoffs that are different from $\nu(N)$, their producing ability and blocking power are dual to each other.

Note that the above linear programming problem (8) is different from earlier ones for proving the Bondareva-Shapley theorem (e.g., Bondareva 1962; Shapley & Shubik 1969).

---

\(^7\) It is easy to show that the above $mp$ is equal to the grand coalition’s payoff in the game’s cover. When functions in (3) satisfy $f_S(x) = \Sigma_{i \in S} f_i(\lambda_i)$ for each $S$, all $\lambda \in \mathbb{R}_+^S$, and $\Sigma_{i \in S} \lambda_i = x$, game (1) becomes identical to a market $(T, G, A, U)$ as defined in Shapley & Shubik (1969), with $T = N$, $G = \mathbb{R}_+^n$, $A = I = I_n$, and $U = \{f_i | i \in N\}$.

\(^8\) See Watanabe & Matsubayashi (2013) and Karsten & Basten (2014) for applications of $mnbp$. 
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Shapley 1967; Myerson 1991, 432) in that the grand coalition’s constraint is removed in (8) (i.e., all \( S \neq N \)) while it was included in earlier ones (i.e., all \( S \subseteq N \)). Needless to say, it is the removal of the grand coalition’s constraint in Zhao (2001) and in this study that distinguishes the author’s approach from earlier studies, which leads to the discovery of the duality between the producing ability and the blocking power of all sub-coalitions. Such a duality is perhaps the most salient property in cooperative games, because it has three important advantages as discussed below.

First, it also holds in NTU games (see Theorem 3 in section 5). Second, it implies three existence theorems on the usual core (two known and one new), as given in the next corollary.

**Corollary 3.2** Given game (1), the following four statements are equivalent: i) its usual core is non-empty; ii) the game is balanced (Bondareva, 1962; Shapley, 1967); iii) the grand coalition’s payoff is large enough to guarantee no-blocking (Zhao, 2001); and iv) players cannot produce a higher payoff than the grand coalition’s payoff.

Precisely, the above core arguments in parts ii-iv are: ii) \( \Sigma_{T \in B} w_T v(T) \leq v(N) \) for each balanced \( B \) with a balancing vector \( w \), iii) \( v(N) \geq mnbp(\Gamma) \), and iv) \( mgp(\Gamma) \leq v(N) \).

Third, Theorem 1 also implies, as shown in the next section, the answers to four important questions arising from the Coase theorem: What payoffs will be split? How will the payoff be split? What firms will form? and How much inputs will each of the formed firms receive? Note that the Coase theorem won’t be complete if any of these four questions is not answered.

**4. THE TU COASE THEOREM**

By the new core argument in part iv) of Corollary 1, players in games with an empty usual core will not split the grand coalition’s payoff \( v(N) \), which is smaller than the game’s \( mgp \). Then, what payoffs will they split? We postulate that they split the maximal payoff \( mp(\Gamma) \) in (7). By \( mp(\Gamma) = v(N \geq mgp(\Gamma)) \) if \( c_0(\Gamma) \neq \emptyset \), and \( mp(\Gamma) = mgp(\Gamma) > v(N) \) if \( c_0(\Gamma) = \emptyset \), it stands to reason that they will always split \( mp(\Gamma) \). This answers the question of what payoffs will be split.
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Next, consider the question of how to split the maximal payoff. Let the set of minimal solutions for \( mnbp(\Gamma) \) in (8) be denoted by

\[
Y = Y(\Gamma) = \text{Arg} - \text{Min}\{\Sigma_{i \in N} x_i | \Sigma_{i \in S} x_i \geq v(S), \text{ all } S \neq N\}. \tag{9}
\]

Coalitional rationality leads to the new core or simply the core given by

\[
c(\Gamma) = \{x \in X(mp) | \Sigma_{i \in S} x_i \geq v(S), \text{ all } S \subseteq N\} = \begin{cases} 
c_0(\Gamma) \text{ if } v(N) = mp(\Gamma) \\
Y(\Gamma) \text{ if } v(N) < mp(\Gamma), \end{cases} \tag{10}
\]

which answers the question of how to split \( mp(\Gamma) \). Note that the above core is always nonempty because it is identical to the usual core in (2) when the usual core is nonempty, and the set of minimal solutions in (8) or (9) when the usual core is empty.

It is useful to note that the above core in (10) includes the usual core of the game’s cover (or balanced cover, Shapley, 1967), which is a new game \( \Gamma_{bc} = \{N, \overline{v}(\cdot)\} \), where each \( \overline{v}(S) = mp(\Gamma_S) \) is the maximal payoff of the subgame \( \Gamma_S = \{S, v(\cdot)\} \).

Now, consider the question of what firms will form. Because players always split \( mp \), they will form the optimal collections that generate \( mp \). Let the set of optimal solutions for \( mgp(\Gamma) \) in (6) be given by

\[
B_0 = B_0(\Gamma) = \{B \in \Phi | gp(B) = mgp(\Gamma)\} = \text{Arg} - \text{Max}\{gp(B) | B \in \Phi\}. \tag{11}
\]

Then, the set of optimal collections can be given as

\[
B^* = B^*(\Gamma) = \begin{cases} 
\{N\} \text{ if } mgp(\Gamma) < v(N) \\
B_0(\Gamma) \text{ if } mgp(\Gamma) > v(N) \\
\{N\} \cup B_0(\Gamma) \text{ if } mgp(\Gamma) = v(N), \end{cases} \tag{12}
\]

which answers the question of what firms will form.

Finally, the unique balancing vector for each optimal \( B \) answers the question of how much inputs will each of the formed firms receive. The above answers cover all the relevant aspects of the Coase theorem for our coalitional economy (1), which can now be stated as:

The author thanks the referee for pointing out that the core in (10) is identical to the aspiration-core (Bennett, 1983). Because the duality in Theorem 1 yields a new understanding about the internal structure of the core in (10), and because the aspiration-core does not extend to NTU games and is not related to the Coase theorem, the term “core” or “new core” is kept for the set of solutions given in (10).
Theorem 4.1 In coalitional economy (1) without transaction costs, owners will produce the maximal payoff by allocating inputs to optimal firms based on the firms’ shadow values, and they will split the maximal payoff within the non-empty core.

Precisely, the maximal payoff, core and optimal firms are respectively given in (7), (10), and (12), and the balancing vector for each set of optimal firms in (12) specifies their shadow values or proportions of inputs received from the owners. In Example 2.1, one has $mp(\Gamma) = mgp(\Gamma) = 41000 > v(N) = 40000$. By Theorem 2, the optimal collection or the set of optimal firms with input allocations (or operating hours) is $B^*(\Gamma) = B_0(\Gamma) = \{12, 13, 23\}$ with $w = (1/2, 1/2, 1/2)$, and the core is $c(\Gamma) = Y(\Gamma) = (5000, 10000, 26000)$.

One advantage of Theorem 2 is that it provides a method to estimate the bounds of transaction costs (or merging costs) for each firm or coalition $S$, using the approach introduced by the author (Zhao, 2009). For simplicity, let the merging costs for monopoly be $\tau_N > 0$ and that for all sub-coalitions be zero in our game (1). Because the owners now can only split $v(N)-\tau_N$ and $mgp = mnbp$ remains unchanged, monopoly formation now requires:

$$v(N) - \tau_N \geq mnbp. \quad (13)$$

Thus, $\tau_N \leq (v(N) - mnbp)$ ($\tau_N > [v(N) - mnbp]$) holds for a successful (failed) monopoly formation.

In other words, the difference between $v(N)$ and $mnbp$ serves as an upper (lower) bound of monopoly’s transaction costs below (above) which monopoly formation is possible (impossible), which can be empirically estimated.

5. THE NTU COASE THEOREM

This section studies the efficient payoffs and efficient firms in an NTU coalitional economy. An NTU coalitional economy (also called NTU bargaining economy, NTU coalitional game, and NTU game in characteristic form) is defined as

$$\Gamma = \{N, V(\cdot)\}, \quad (14)$$

which specifies, for each $S \subseteq N$, a non-empty set of payoffs $V(S)$ in $\mathbb{R}^S$, which is the Euclidean space whose dimension and coordinates are the number of
players in $S$ and their payoffs. Let the (weakly) efficient set of each $V(S)$ be denoted by

$$\partial V(S) = \{ y \in V(S) \mid \text{there is no } x \in V(S) \text{ such that } x \gg y \},$$

where vector inequalities are defined by: $x \geq y \iff x_i \geq y_i$, all $i$; $x > y \iff x \geq y$ and $x \neq y$; and $x \gg y \iff x_i > y_i$, all $i$.

Scarf (1967b) introduced the following two assumptions for (14): i) each $V(S)$ is closed and comprehensive (i.e., $y \in V(S), u \in R^S$ and $u \leq y$ imply $u \in V(S)$); ii) for each $S$, $\{ y \in V(S) \mid y_i \geq \partial V(i), \text{ all } i \in S \}$ is non-empty and bounded, where $\partial V(i) = \max \{ x_i \mid x_i \in V(i) \} > 0$. Under these two assumptions, each $\partial V(S)$ is closed, non-empty and bounded.

Given $S \subseteq N$, a payoff vector $u \in R^n$ is blocked by $S$ if $S$ can obtain a higher payoff for each of its members than that given by $u$, or precisely if there is $y \in V(S)$ such that $y_S \gg u_S = \{ u_i \mid i \in S \}$ or $u_S \in V(S) \backslash \partial V(S)$. A payoff vector $u \in \partial V(N)$ is in the usual core if it is unblocked by all $S \neq N$, so the usual core of (14) can be given as

$$C_0(\Gamma) = \{ u \in \partial V(N) \mid u_S \notin V(S) \backslash \partial V(S), \text{ all } S \neq N \}. \quad (15)$$

Balanced NTU games can be defined geometrically as below. For each $S \neq N$, let $\tilde{V}(S) = V(S) \times R^{-S} \subset R^n$, where $R^{-S} = \Pi_{i \notin S} R^i$. For each minimal balanced collection $B \in \Phi$ in (5), let

$$GP(B) = \cap_{S \in B} \tilde{V}(S), \text{ and } GP(\Gamma) = \cup_{B \in \Phi} GP(B) \quad (16)$$

denote the payoffs generated by $B$ and the set of generated-payoffs. Note that $GP(B)$ is simplified to $GP(B) = \Pi_{S \in B} V(S)$ when $B$ is a partition. Similar to the TU case, we only need to consider minimal balanced collections because non-minimal balanced collections don’t generate additional payoffs. Now, we are ready to define the efficient generated-payoffs $EGP = EGP(\Gamma) = \partial GP(\Gamma)$, and the efficient payoffs $EP = EP(\Gamma) = \partial (GP(\Gamma) \cup V(N))$, which are the NTU counterparts of mgp and mp in (6-7).

**Definition 5.1** Given game (14) and its $GP$ in (16), its $EGP$ and $EP$ are given by

$$EGP = \{ y \in GP(\Gamma) \mid \exists \text{ no } x \in GP(\Gamma) \text{ such that } x \gg y \}, \text{ and } \quad (17)$$

$$EP = \{ y \in GP(\Gamma) \cup V(N) \mid \exists \text{ no } x \in GP(\Gamma) \cup V(N) \text{ with } x \gg y \}. \quad (18)$$
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Figure 1: The generated payoffs in Example 5.1, where $B_0 = \{1, 2, 3\}$, $B_1 = \{1, 23\}$, $B_2 = \{2, 13\}$, $B_3 = \{3, 12\}$ and $B_5 = \{12, 13, 23\}$.

Readers are encouraged to visualize the generated-payoffs in the following example, which are illustrated in Figure 1.

Example 5.1 $n = 3$, $V(i) = \{x_i | x_i \leq 1\}$, $i = 1, 2, 3$; $V(12) = \{(x_1, x_2) | (x_1, x_2) \leq (3, 2)\}$, $V(13) = \{(x_1, x_3) | (x_1, x_3) \leq (2, 2)\}$, $V(23) = \{(x_2, x_3) | (x_2, x_3) \leq (2, 3)\}$, $V(123) = \{x | x_1 + x_2 + x_3 \leq 5\}$. Let $B_i$, $i = 0, 1, 2, 3$, be as in Example 2.1, and $B_5 = \{12, 13, 23\}$. Then, $GP(B_0) = \{x | x \leq (1, 1, 1)\}$, $GPB_1 = \{x | x \leq (1, 2, 3)\}$, $GPB_2 = \{x | x \leq (2, 1, 2)\}$, $GPB_3 = \{x | x \leq (3, 2, 1)\}$, and $GPB_5 = \{x | x \leq (2, 2, 2)\}$.

Now, the game (14) is balanced if $GP(\Gamma) \subset V(N)$ or if for each balanced $B$, $u \in V(N)$ must hold if $u_S \in V(S)$ for all $S \in B$. To see a balanced game geometrically, visualize that one is flying over a city. Treat the generated-payoffs $GP(\Gamma)$ as trees and buildings in the city and the grand coalition’s payoff $V(N)$ as clouds. Then, a game is balanced if one sees only clouds and unbalanced if one sees at least one building or tree top above the clouds. In Figure 2b for Example 5.1, one sees three building tops above the clouds so the game is unbalanced; in Figure 2a for the following Example 5.2, one sees only clouds so the game is now balanced.
Figure 2: Balanced and unbalanced games.

Example 5.2 Same as Example 5.1, except \( V(123) = \{x| x_1 + x_2 + x_3 \leq 7\} \).

Note that the collection \( B_5 = \{12, 13, 23\} \) in Example 5.1 generates new payoffs that are outside of those generated by the four partitions and are better than \( V(N) \) as shown by the difference between (e) and (f) in Figure 1. Needless to say, it is the discovery of such new and better payoffs that gives rise to our mathematical versions of the Coase theorem.

Recall that a payoff vector \( u \) is unblocked by \( S \) if \( u \in [V(S) \setminus \partial V(S)]^C \times R^{-S} \) or if \( u_S \not\in V(S) \setminus \partial V(S) \), where the superscript \( C \) denotes the complement of a set. The following concept of minimum no-blocking frontier is the NTU counterpart of \( mnbp \) in (8):

Definition 5.2 Given game (14), the set of payoffs unblocked by all \( S \neq N \) (\( UBP = UBP(\Gamma) \)) and the minimum no-blocking frontier (\( MNBF = MNBF(\Gamma) = \partial UBP \)) are respectively given by

\[
UBP = \cap_{S \neq N} \{ [V(S) \setminus \partial V(S)]^C \times R^{-S} \} \subset R^n, \text{ and} \\
MNBF = \{ y \in UBP(\Gamma) | \exists \text{ no } x \in UBP(\Gamma) \text{ with } x << y \}. 
\] 

(19) 

(20)

It is easy to see that each payoff vector on or above \( MNBF(\Gamma) \) is unblocked by all \( S \neq N \), and the usual core can be given as \( C_0(\Gamma) = UBP(\Gamma) \cap \partial V(N) = MNBF(\Gamma) \cap \partial V(N) \). Similar to the TU case, \( MNBF \) represents sub-coalitions’
power to block the grand coalition’s proposals. Theorem 3 below shows that sub-coalitions’ blocking power and producing ability are also dual to each other in coalitional NTU games, which is the NTU counterpart of Theorem 1.

**Theorem 5.1** Given game (14), its minimum no-blocking frontier and efficient generated-payoffs have a non-empty intersection.

To put it differently, the NTU counterpart of \( mnbp = mgp \) in game (1) is that the set of unblocked and efficient generated-payoffs is non-empty, or precisely,

\[
Z(\Gamma) = MNBF(\Gamma) \cap EGP(\Gamma) \neq \emptyset. \tag{21}
\]

It is straightforward to verify \( a, b, c \in Z(\Gamma) \) in Example 5.1 (see Figure 2b), where \( a = (1, 2, 3) \), \( b = (2, 2, 2) \), and \( c = (3, 2, 1) \), so \( Z(\Gamma) \neq \emptyset \) holds in the example.

Recall that \( EGP(\Gamma) \subseteq V(N) \) holds in balanced games. Then, \( MNBF(\Gamma) \cap EGP(\Gamma) \neq \emptyset \) implies \( MNBF(\Gamma) \cap \partial V(N) = C_0(\Gamma) \neq \emptyset \) in balanced games. Hence, the above duality implies Scarf’s core theorem Scarf (1967b). It also implies two new existence theorems on the usual core, which are summarized in the following corollary:

**Corollary 5.2** Given game (14), the following three claims hold: i) its usual core is non-empty if it is balanced (Scarf, 1967b); ii) its usual core is non-empty if and only if the grand coalition’s payoff is large enough to guarantee no blocking; and iii) its usual core is non-empty if players can’t produce better payoffs than the grand coalition’s payoff.

The above results in parts i) and iii) can be precisely stated in one argument: \( C_0(\Gamma) \neq \emptyset \) if \( GP(\Gamma) \subset V(N) \), and the result in part ii) can be precisely stated as: \( C_0(\Gamma) \neq \emptyset \iff \) there exists \( x \in \partial V(N) \) and \( y \in MNBF(\Gamma) \) such that \( x \geq y \).

Due to the generality of non-transferable utilities, the above NTU core results are more general than the earlier TU results in at least three aspects: i) the usual NTU core is no longer convex, as shown in Figure 3 for Examples 5.1-5.2; ii) balancedness is only sufficient and no longer necessary for a non-empty usual NTU core, see Figure 3a for a non-empty usual NTU core in the unbalanced Example 5.1; and iii) “players can’t produce better payoffs than \( V(N) \)” is no longer necessary for a non-empty usual NTU core.
Figure 3: The usual core and the new core: blue-colored payoffs are the usual core, and red-colored payoffs are the new core with the usual core removed.

Recall that $Z(\Gamma)$ in (21) is the set of unblocked and efficient generated-payoffs. Let the subset of $Z(\Gamma)$ that are also unblocked by the grand coalition $N$ be denoted by

$$Z^*(\Gamma) = Z(\Gamma) \cap [V(N) \setminus \partial V(N)]^C. \quad (22)$$

Now, let the set of minimal balanced collections that generate $Z(\Gamma)$ and $Z^*(\Gamma)$ be denoted respectively by

$$D_0(\Gamma) = \{ B \in \Phi | GP(B) \in Z(\Gamma) \}, \quad (23)$$
$$D_1(\Gamma) = \{ B \in D_0(\Gamma) | GP(B) \in Z^*(\Gamma) \}. \quad (24)$$

Note that $D_0(\Gamma)$ is the NTU counterpart of the minimal set $B_0(\Gamma)$ in (11). Now, by replacing the grand coalition’s payoff $V(N)$ with the efficient payoffs $EP(\Gamma)$ in (18), one gets the following new NTU core (or simply the NTU core) $C(\Gamma)$ and the set of efficient firms $D^*(\Gamma)$:

$$C(\Gamma) = \{ u \in EP(\Gamma) | u_S \notin V(S) \setminus \partial V(S), \text{ all } S \subseteq N \} \quad (25)$$

$$= \begin{cases} 
C_0 & \text{if } GP \subseteq V(N) \\
Z & \text{if } V(N) \subseteq GP \setminus \partial GP \text{ or if } V(N) \subsetneq GP \setminus \partial GP, GP \subsetneq V(N), C_0 = \emptyset \\
C_0 \cup Z^* & \text{if } V(N) \subsetneq GP \setminus \partial GP, GP \subsetneq V(N), C_0 \neq \emptyset ,
\end{cases}$$
$D^*(\Gamma) =$ The set of efficient firms or set of efficient collections 

$$\{N\} \text{ if } GP \subseteq V(N)$$

$$D_0 \text{ if } V(N) \subseteq GP \setminus \partial GP \text{ or if } V(N) \not\subseteq GP \setminus \partial GP, GP \not\subseteq V(N), C_0 = \emptyset$$

$$\{N\} \cup D_1 \text{ if } V(N) \not\subseteq GP \setminus \partial GP, GP \not\subseteq V(N), C_0 \neq \emptyset,$$

where $C_0 = C_0(\Gamma)$, $GP = GP(\Gamma)$, $Z = Z(\Gamma)$, $Z^* = Z^*(\Gamma)$, $D_0 = D_0(\Gamma)$ and $D_1 = D_1(\Gamma)$ are, respectively, the usual core in (15), generated payoffs in (16), unblocked and efficient generated-payoffs in (21), efficient generated-payoffs that are also unblocked by grand coalition in (22), collections supporting $Z(\Gamma)$ in (23), and collections supporting $Z^*(\Gamma)$ in (24). In words, the NTU core is characterized in three cases and it is equal to:

i) the usual NTU core if the game is balanced;

ii) the set of unblocked and efficient generated-payoffs if players can produce better payoffs than $V(N)$ or if players cannot produce better payoffs than $V(N)$ and the game is unbalanced with an empty usual core; and

iii) the union of the usual NTU core and a subset of unblocked and efficient generated-payoffs (i.e., $C_0 \cup Z^*$) if players cannot produce better payoffs than $V(N)$ and the game is unbalanced with a non-empty usual NTU core.

Now, our NTU Coase theorem, comprising the above answers, can be stated as:

**Theorem 5.3** In coalitional NTU economy (14) without transaction costs, owners will produce the efficient payoffs by allocating inputs to efficient firms based on the firms’ shadow values, and will choose an efficient payoff vector from the non-empty NTU core.

Precisely, the efficient payoffs, core payoffs and efficient firms are given in (18), (25) and (26), respectively. Figure 3a illustrates the difference between the usual NTU core (i.e., points $d$ and $e$) and new NTU core (i.e., the segment of the edge linking all three peaks) in Example 5.1. Note that efficient firms in (26) are defined according to the three cases of the core in (25). There are five sets of efficient firms in Example 5.1: $B_1 = \{23, 1\}$, $B_2 = \{13, 2\}$, $B_3 = \{12, 3\}$, $B_m = \{N\}$ and $B_5 = \{12, 13, 23\}$. Keep in mind that efficiency here is defined by weakly efficient solutions. For example, the payoff $(2, 1, 2)$ is only weakly efficient; it is not efficient in the sense of Pareto because it is Pareto-dominated by $(2, 2, 2)$.

Analogous to the TU case, the strong conclusion of NTU Coase theorem results from the advantages of utilizing generated-payoffs: in the usual NTU
core, players just choose from $\partial V(N)$; whereas in the new NTU core, players choose from the game’s efficient payoffs, which are sometimes better than $\partial V(N)$.

6. CONCLUSION AND DISCUSSION

The above analysis has explored the possibility that owners in a coalitional economy sometimes could produce better payoffs than the monopoly payoff. It has revealed that a firm’s shadow value is equal to its balancing weight, and it has captured the major aspects and main insights of the Coase theorem by establishing two mathematical theorems in coalitional economies.

By modeling non-market allocation of resources as a coalitional economy or bargaining economy, the paper not only has advanced coalition formation from partitions to minimal balanced collections but also has advanced the study of the Coase theorem in three areas. First, our two versions of the Coase theorem (i.e., Theorems 2 and 4) show that it is sometimes socially optimal for firms to shut down parts of their operations and for workers to have two or more part-time jobs. This conclusion, previously unreported, will provide a new line of argument in studying labor theory, production theory, and other related fields in economics.

Second, our two versions show precisely how the size of transaction costs in each merger or coalition could prevent or allow its formation, and this provides a two-step procedure for empirically estimating the size of transaction costs involved in each previous or future application of the Coase theorem: $i$) identify the merger (or the parties in the transaction problem under investigation) and convert it into a coalitional economy, and $ii$) compute its minimum no-blocking payoff ($mnbp$). The difference between the merger’s payoff and its $mnbp$ is the estimated upper (lower) bound of transaction costs below (above) which the optimal outcome predicted by the Coase theorem holds (fails).

Finally, our two versions have the potential to open doors for applying the Coase theorem not only to TU and NTU transaction problems but also to all non-transaction problems that are modeled by coalitional games.
Appendix

Proof of Theorem 1: For each $S \neq N$, let $e_S = (x_1, \ldots, x_n)' \in \mathbb{R}^n_+$ be its incidence vector or the column vector such that $x_i = 1$ if $i \in S$ and $x_i = 0$ if $i \notin S$, and $e = e_N = (1, \ldots, 1)'$ be a column vector of ones. Then, the dual problem for the minimization problem (8) is the following maximization problem:

$$
\text{Max}\{\Sigma_{S \neq N} y_S v(S)|y_S \geq 0, \text{ all } S \neq N; \text{ and } \Sigma_{S \neq N} y_S e_S \leq e\}.
$$

(27)

We will show that (27) is equivalent to the maximization problem (6). First, we show that the inequality constraints in (27) can be replaced by equation constraints.

Let $Ay \leq e$ and $y \geq 0$ denote the constraints in (27), where $A = A_{n\times(2^n-2)} = [e_S|S \neq N]$ is the constraint matrix, and $y$ is the $(2^n - 2)$ dimensional vector whose indices are the proper coalitions. Let the rows of $A$ be $a_1, \ldots, a_n$, and for each feasible $y$, let $T = T(y) = \{i|a_i y < 1\}$ be the set of loose constraints, so $N \setminus T = \{i|a_i y = 1\}$ is the set of binding constraints.

If $T(y) \neq \emptyset$, let $z$ be defined as: $z_S = y_S + (1-a_i y)$ if $S = \{i\}$, for each $i \in T$, and $z_S = y_S$ if $S \neq \{i\}$ for all $i \in T$. One sees that $z > y$ and $T(z) = \emptyset$. Hence, for any $y$ with $T(y) \neq \emptyset$, there exists $z \geq 0, Az = e$ such that $\Sigma_{S \neq N} y_S v(S) \leq \Sigma_{S \neq N} y_S v(S)$. Thus, the feasible set of (27) can be reduced to $\{z|z \geq 0, Az = e\}$, without affecting the maximum value. So the maximization problem in (27) is equivalent to the following problem:

$$
\text{Max}\{\Sigma_{S \neq N} y_S v(S)|Ay = e \text{ and } y \geq 0\}.
$$

(28)

Next, we establish the one-to-one relationship between the extreme points of (28) and the minimal balanced collections. Note that for each feasible $y$ in (28), $B(y) = \{S|y_S > 0\}$ is a balanced collection. Let $y$ be an extreme point of (28). We now show that $B(y) = \{S|y_S > 0\}$ is a minimal balanced collection.

Assume by way of contradiction that $B(y)$ is not minimal, then there exists a balanced subcollection $B \subset B(y)$ with balancing vector $z$. Note that $z_S > 0$ implies $y_S > 0$. Therefore, for a sufficiently small $t > 0$ (e.g., $0 < t \leq 1/2$, and $t \leq \text{Min}\{y_S/|z_S - y_S| \text{ all } S \text{ with } y_S \neq z_S\}$), one has

$$
w = y - t(y - z) \geq 0, w' = y + t(y - z) \geq 0.
$$

$Ay = e$ and $Az = e$ lead to $Aw = e$ and $Aw' = e$. But $y = (w + w')/2$ and $w \neq w'$ contradict the assumption that $y$ is an extreme point. So $B(y)$ must be minimal.
Now, let \( B = \{ T_1, \ldots, T_k \} \) be a minimal balanced collection with a balancing vector \( z \). We need to show that \( z \) is an extreme point of (28). Assume again by way of contradiction that \( z \) is not an extreme point, so there exist feasible \( w \neq w' \) in (28) such that \( z = (w + w')/2 \). By \( w \geq 0, w' \geq 0 \), one has

\[
\{ S | w_S > 0 \} \subseteq B = \{ S | z_S > 0 \}, \text{ and } \{ S | w'_S > 0 \} \subseteq B = \{ S | z_S > 0 \}.
\]

The above two expressions show that both \( w \) and \( w' \) are balancing vectors for some subcollections of \( B \). Because \( B \) is minimal, one has \( w = w' = z \), which contradicts \( w \neq w' \). Therefore, \( z \) must be an extreme point of (28).

Finally, by the standard results in linear programming, the maximal value of (28) is achieved among the set of its extreme points, which are equivalent to the set of the minimal balanced collections, so (28) is equivalent to

\[
\text{Max}\{ \Sigma_{S \in B} y_v(S) | B \in \Phi \}
\]

where \( B \in \Phi \) in (5) is a minimal balanced collection with the balancing vector \( y \). This shows that (27) is equivalent to the maximization problem (6) for \( mgp \), which completes the proof. \( \square \)

**Proof of Corollary 1:** The equivalences follow from Theorem 1. Note that part ii) was established in previous studies using the duality theorem for \( \text{Min}\{ \Sigma_{i \in N} x_i | \Sigma_{i \in S} x_i \geq v(S), \forall S \subseteq N \} \). \( \square \)

**Proof of Theorem 2:** Discussions before the theorem serve as a proof. \( \square \)

Our proof for Theorem 3 uses the following lemma on open covering of the simplex \( \Delta^N = X(1) = \{ x \in \mathbb{R}^n_+ | \Sigma_{i \in N} x_i = 1 \} \).

**Lemma 1 (Scarf, 1967a; Zhou, 1994):** Let \( \{ C_S \}, S \neq N \) be a family of open subsets of \( \Delta^N \) that satisfy \( \Delta^{N\setminus\{i\}} = \{ x \in \Delta^N | x_i = 0 \} \subset C_{\{i\}} \) for all \( i \in N \), and \( \cup_{S \neq N} C_S = \Delta^N \), then there exists a balanced collection of coalitions \( B \) such that \( \cap_{S \in B} C_S \neq \emptyset \).

**Proof of Theorem 3:** Let \( UBP \) be the set of unblocked payoffs in (19), and \( EGP \) be the boundary or (weakly) efficient set of the generated payoff in (17). We shall first show that \( UBP \cap EGP \neq \emptyset \).

For each coalition \( S \neq N \), let \( W_S = \{ \text{Int}V(S) \times \mathbb{R}^{-S} \} \cap EGP \) be an open (relatively in \( EGP \)) subset of \( EGP \), where \( \text{Int}V(S) = V(S) \setminus \partial V(S) \) is the interior of \( V(S) \). For each minimal balanced collection of coalitions \( B \), we claim that

\[
\cap_{S \in B} W_S = \emptyset \tag{29}
\]

holds. If (29) is false, there exists \( y \in EGP \) and \( y \in \text{Int}V(S) \times \mathbb{R}^{-S} \) for each \( S \in B \). We can now find a small \( t > 0 \) such that \( y + te \in \text{Int}V(S) \times \mathbb{R}^{-S} \) for
each $S \in B$, where $e$ is the vector of ones. By the definitions in (16)-(17), $y + te \in GP(B) = \bigcap_{S \in B} \{ V(S) \times \mathbb{R}^{-S} \} \subset GP$, which contradicts $y \in EGP$. This proves (29).

Now, suppose by way of contradiction that $UBP \cap EGP = \emptyset$. Then, $EGP \subset UBP^C$, where superscript $C$ denotes the complement of a set. The definition of $W_S$ and

$$UBP^C = \{ \bigcap_{S \neq N} \{ [V(S) \setminus \partial V(S)]^C \times \mathbb{R}^{-S} \} \}^C = \bigcup_{S \neq N} \{ \text{Int} V(S) \times \mathbb{R}^{-S} \}$$

together lead to $\bigcup_{S \neq N} W_S = EGP$, so $\{ W_S \}, S \neq N$, is an open cover of $EGP$.

Because the set of generated payoffs is comprehensive and bounded from above, and the origin is in its interior (by $\partial V(i) > 0$, all $i$), the following mapping from $EGP$ to $\Delta^N$:

$$f : x \to x/\Sigma x_i,$$

is a homeomorphism. Define $C_S = f(W_S)$ for all $S \subseteq N$, one sees that $\{ C_S \}, S \neq N$, is an open cover of $\Delta^N = f(EGP)$.

For each $i \in N$, $\partial V(i) > 0$ leads to $EGP \cap \{ x \in \mathbb{R}^n | x_i = 0 \} \subset W_{\{i\}}$, which in turn leads to $\Delta^N \setminus \{i\} = \{ x \in \Delta^N | x_i = 0 \} = f(EGP \cap \{ x \in \mathbb{R}^n | x_i = 0 \}) \subset C_{\{i\}} = f(W_{\{i\}})$. Therefore, $\{ C_S \}, S \neq N$, is an open cover of $\Delta^N$ satisfying the conditions of Lemma 1, so there exists a balanced collection of coalitions $B_0$ such that $\bigcap_{S \in B_0} C_S \neq \emptyset$, which leads to $\bigcap_{S \in B_0} W_S \neq \emptyset$. This contradicts (29). Hence, $UBP \cap EGP \neq \emptyset$.

For each $x \in UBP \cap EGP$, we claim $x \in MNBF$. If this is false, we can find a small $\tau > 0$ such that $x - \tau e \in UBP$. Let $B \in \Phi$ be the minimal balanced collection of coalitions such that $x \in GP(B) = \bigcap_{S \in B} \{ V(S) \times \mathbb{R}^{-S} \}$. Then, $x - \tau e \in \text{Int} V(S) \times \mathbb{R}^{-S}$ for each $S \in B$, which contradicts $x - \tau e \in UBP$.

Therefore, $MNBF \cap EGP = UBP \cap EGP \neq \emptyset$. Q.E.D

Proofs of Corollary 2 and Theorem 4: The discussions preceding the corollary and the theorem serve as their proofs. Q.E.D
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